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Progressive Mapping and Urban Growth: The Construction of Urbanization Suitability Map of Pelotas-Southern Brazil

S.C. Xavier, L.A. Bressani

Abstract. Significant portions of Brazilian city populations are subjected to an imbalance of environmental systems and geological and geotechnical risks. Such factors can only be properly addressed through planning and actions that take into account both the potential and limitations of the physical environment to urban land use. In this sense, geotechnical mapping plays a vital role in confronting problems that are inherent to any land affected by human activity. At its core, involves the study of mapping methods and processes which focus on the urban environment. Geotechnical mapping allows for the production of information for management planning and sustainable growth of the city. This work describes the structure and application of a geotechnical mapping methodology that incorporates both the study of urban growth and progressive mapping techniques. Based on the use of pre-existing information, this methodology was applied to the city of Pelotas in Southern Brazil, generating information regarding the physical environment of the city. Such information was fundamental for the planning and the control of occupation and land use, as well as for the development of susceptibility mapping for geodynamic processes (floods and erosion), which served as the basis for the development of urbanization suitability map of the urban voids of the city.

Keywords: geotechnical mapping, map of susceptibility, territorial planning, urban growth.

1. Introduction

The physical and environmental systems of Brazilian cities were strongly impacted by the population growth that occurred after the first decades of the last century. Pollution, deforestation, biodiversity reduction, waste production and disposal, occupation of inadequate areas (such as hill slopes, environmental preservation areas and flood plains of watercourses) are some examples of the problems associated with city growth. From the second decade of the last century to the first decade of the twenty-first century, Brazilian urbanization increased from 10.7% (Santos, 1998) to 84.35% (IBGE, 2011): a transformation of proportions among the different types and styles of maps and geotechnical charts, process susceptibility maps and urbanization suitability maps are among the products of geotechnical cartography that have direct applications in land use planning and urban planning. Geotechnical susceptibility maps represent cartographically the pre-disposition of terrains, according to their characteristics, in order to develop a certain phenomenon and/or process of the physical environment in different forms and degrees (Fell et al., 2008; Julião et al., 2009; Sobreira & Souza, 2012; Diniz, 2012; Diniz & Freitas, 2013; Bressani & Costa, 2013). Sobreira & Souza (2012) define the suitability for urbanization as the capacity of the lands to support the different uses and practices of engineering and urbanism, with the least impact and highest level of safety possible. The urbanization suitability map is essential to an integrated approach to the physi-
cal-environmental, legal and socio-economic-organizational axes of the areas available and/or intended for urban sprawl, on which analyses must be carried out in order to indicate their potentialities and restrictions (Sobreira & Souza, 2012).

With the development of geotechnical mapping in the world after World War II (Caballero, 1973) and in Brazil after the 1980’s, several international methodologies were developed and published, such as the International Association for Engineering Geology and the Environment (IAEG), the Pattern Unit Component Evaluation System (PUCE), the French Methodology and the ZERMOS methodology (Zones Exposed to Risks of Movements of the Soils). Nationally, the methodologies of the Technological Research Institute of the State of São Paulo SA – IPT, of the School of Engineering of São Carlos - EESC/USP, the Progressive Detailing (UNESP/Rio Claro) and the Diniz & Freitas methodology (2013) were also developed. These and other classical methodologies of geotechnical mapping that largely focus on the execution of engineering works, prevention or resolution of geological-geotechnical problems, do not explicitly differentiate the constructed urban environment from the one built in the mapping processes. That is to say, they treat both in the same way, whether in obtaining attributes or in the procedures for the development of geotechnical cartographic products. Moreover, the methodologies do not incorporate the analysis of the urban morphology or the dynamics of its transformation into the mapping process. In this sense, there is room and pertinence for a better delimitation of the object of study, in this case the city, as well as need for new investigations for better adaptations of existing environmental mapping techniques. Therefore, the present work reports the experience of applying a methodological proposal focusing on the environment of the city. The proposal is based on: a) the appropriation of concepts of mapping methods used in Brazil, especially the progressive mapping; b) the preponderant use of pre-existing data and; c) the technique of reducing the areas for analysis through morphological studies and urban growth patterns. The main objective is to contribute to the development of tools to aid in the planning of sustainable growth of the city.

The study was developed in the city of Pelotas, State of Rio Grande do Sul, Brazil. Pelotas has a territorial area of 1,609 km² and is located in the coordinate quadrilateral 31°19’; 31°48’ South latitude and 52°36’; 52°00’ West longitude (Fig. 1). Its estimated population is 341,648 inhabitants (IBGE, 2018), with an urbanization index of 93.27%.

The municipality is divided into two large morphological regions: the plains and lowland areas, which make up an overlapping landscape (Coastal Plain), and the undulating area, which constitutes a tectonic relief (Plateau). The Northwest portion, where the urban zone is inserted, corresponds to the flat and low area of the municipality, which is a fluvial-lacustrine plain with stretches of floodplains, especially the regions of the São Gonçalo Channel and the Patos Lagoon (Rosa, 1985) (Fig. 2 and Table 1).

2. Materials and Methods

A literary review of geotechnical cartography and accumulated Brazilian scientific knowledge allows us to verify a solid base for the investigation and proposition of new forms of mapping. In order to shape the present methodology, concepts of the methods elaborated by Cerri et al. (1996), Dias (1995), Diniz & Freitas (2013), Sobreira & Souza (2012) and Souza & Sobreira (2014) were used in combination with techniques of analysis, studies of morphology and urban growth.

The basis of this methodology is progressive detailing, through which the geotechnical mapping is developed in three consecutive stages, at increasing levels of detail and scale (Cerri et al., 1996). The progressive methodology focuses on the idea that more generic studies should point out the needs to the more specific ones, so as to obtain more de-
tailed and precise evaluations where necessary, while not losing the regional contours of the study and not wasting efforts. Sobreira & Souza (2012) argue that progressive detailing in planning and urban planning practices can be represented at their levels through only susceptibility (general stage) and suitability for urbanization (intermediate stage), thus in this work the mapping was developed for the first two stages of the progressive method: general and intermediate.

Mapping followed a sequence of four main stages: 1 - inventory; 2 - data preparation; 3 - general stage of the progressive method; 4 - semi-detail (intermediate) stage of the progressive method (Fig. 3). The use of the proposed method presupposes the existence of a minimum base of information of the physical environment, being necessary, at least: basic cartography; pedology; geology; geomorphology; altimetry; aerial imagery and geotechnical surveys. The lack of one or more of these basic pieces of information

![Figure 2 - Map of relief forms of the urban area of Pelotas and its surroundings.](image)

<table>
<thead>
<tr>
<th>Table 1 - Forms of reliefs with their main characteristics.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Morphological units</strong></td>
</tr>
<tr>
<td>-------------------------</td>
</tr>
<tr>
<td>Residual Plateau</td>
</tr>
<tr>
<td>Lowered marginal plateau</td>
</tr>
<tr>
<td>Alluvial/colluvial plain</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Lagoon plain</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
determined whether specific techniques would be incorporated during the mapping process. Compatibility between scales of mapping and the scales of the basic themes was also essential, or where lacking, the possibility of their adaptation was considered.

2.1. Inventory stage

The inventory stage, with adaptations and additions, follows the proposal of Diniz & Freitas (2013), and is subdivided into the following steps: 1.1 - initial characterization of the study area; 1.2 - complementary data inventory; 1.3 - preliminary identification of problems, conflicts and impacts associated with the physical environment; 1.4 - preliminary definition of relevant attributes; 1.5 - definition of work scales.

The initial characterization of the study area (step 1.1) aims at a general and comprehensive understanding of the physical environment aspects fundamental to development, dealing with topics relevant to the geotechnical mapping and indispensable to the understanding of local processes. The “complementary data inventory” step (step 1.2) concerns the collection of environmental data and is dedicated to prospecting and systematizing available information, as well as analyses and classifications regarding the content, scale and potential for exploitation. Step 1.3 aims at preliminary identification of geological-geotechnical problems, conflicts and negative impacts of human action on the local physical environment, obtained through an initial characterization survey. The next step (step 1.4), is dedicated to the identification of attributes relevant to the geological-geotechnical mapping of the study area. The final step (step 1.5) is to define the compatibility scales of the basic maps and the final scales of the cartographic mapping products (maps and charts), which are based on inventoried data, relevant attributes and available literature.

2.2. Preparation stage

The second general stage of the methodology corresponds to the preparation of data for mapping. In this stage, prospected data is processed and cross-checked, aiming at spatial and scalar compatibility and generation of derivative data. For the potential development of mapping operations, it is of paramount importance that the data produced be stored in the form of “Information Plans” and tables in a geographic database and processed using Geographic Information System (GIS) software. Geomorphological information constitutes the main basis for data integration, due both to its close relationship with the analysis themes and its relative importance in the geological-geotechnical mapping works, especially in countries with a tropical climate (Diniz, 2012).

2.3. General stage of the progressive method

In this stage of the method, the progressive detail is represented by susceptibility, that is, by the predisposition of the lands to the occurrence of geodynamic processes, which is represented by classes of occurrence possibilities. Although susceptibility is predominantly analyzed through the predisposing natural conditions, in the case of the urban environment, the anthropic action must be considered in some specific situations, such as in the cases of the relevant technogenic features that have decisively altered the natural processes and land use.

The elaboration of susceptibility map(s) is based on an integrated approach of the different environmental aspects that condition the development of the geodynamic processes previously detected in the first stage of mapping.
In data integration, each of the themes has a differentiated importance in relation to the analyzed process, being therefore open to the weighting of values or indices for the different units. Thus, in order to evaluate the attributes and themes, a multicriteria analysis (also known as decision tree or hierarchical analysis of weights), was used for mapping susceptibility (Sobreira & Souza, 2012). The multicriteria analysis is based on the mapping of variables (attributes) by information plane and on the definition of the pertinence degree of the plans and their legend components, in the construction of the final result. Among the different methods used to integrate factors based on the multicriteria approach, we opted for the Weighted Linear Combination, in which the factors are standardized for a common numerical scale, weighted and combined by means of a weighted average (Voogd, 1983). According to Torezan (2005), the method, besides allowing for the retention of the variability of the continuous data, offers the possibility for the environmental parameters to compensate with each other.

The distribution of weights is required in two hierarchical levels: in the first one for classes (attributes) that compose the legend of the information plans (themes); and in the second for the plans to be integrated by means of map algebra. At the level of plan classes, the weighting was carried out by data-driven evaluation, which refers to the knowledge of similar situations (Moura, 2005) achieved through previous analysis of existing works and field survey. In order to reduce the subjectivity associated with the distribution of weights, at this level, we selected portions of the territory where the result of the analyzed phenomenon is known (in its greater and lesser occurrence) and, thus, the study of the relations between the variables and the definition of their weights were validated, in comparison to the behavior of these samples. In the second level, the Analytic Hierarchy Process (AHP) (Saaty, 1977) method was used, which is one of the most used systems to aid multicriteria decision making (Fernandes, 2016). The AHP method is based on the pairwise comparison of the analyzed attributes, allowing an evaluation their relative importance. AHP basically consists of prioritizing the relative importance of “n” decision-making elements against a pre-established goal. By means of comparative evaluations of the elements the method facilitates the analysis by the evaluator that, through the application of a consistency index, can verify if the values assigned to each pair of criteria are coherent (Rafaeli & Müller, 2007).

Figure 4 schematically represents the data and the sequence of procedures employed to create the susceptibility map. According to the schematic sequence, after the multicriteria analysis and integration of the plans, a preliminary map is produced to be validated through event history, process evidences and field work. The non-validation of the map determines whether the process will be repeated with new attribution of the weights, until the results can be confirmed. Following the recommendation of Cerri et al. (1996), the mapping territory of the general stage was defined as: urbanized areas, areas with medium-term urbanization prospects and adjacent areas. This is done with the intention of characterizing the environmental areas of influence, in relation to urban occupation both current and future.

2.4. Intermediate stage of the progressive method

The mapping of the intermediate stage of the progressive method (or semi-detail stage) is represented by the suitability of lands to urbanization, and utilizes the urban zones and legally established urban expansion zones as initial area of analysis. Susceptibility maps formed the initial database for urbanization suitability mapping. The use of these maps, however, requires the adjustment of their spatial resolution to the larger scale of suitability mapping. Furthermore, urbanization suitability mapping involves other aspects related to territory that surpass those used in
the mapping of susceptibilities and it is therefore necessary to include more information plans involving other aspects of the environment (natural or anthropogenic), such as the geotechnical unit plan. For the mapping of geotechnical units, the methodology proposed by Dias (1995) was used, which is based on the cross-referencing of geological, pedological and relief information in the estimation of homogeneous units from a geotechnical point of view or, in other words, by soil profiles with similar behavior regarding use and occupation.

The development of the map initially follows the same procedures used to develop the susceptibility map, which are: integration of information plan by weighted linear combination, and multicriteria analysis supported by data-driven evaluation and AHP. Thus, after weighting, the plans were integrated by algebra in the production of the preliminary urbanization suitability map.

The preliminary suitability for urbanization map delimits territorial units of: (i) very high and high suitability, which correspond to the areas without restrictions to urbanization or already consolidated from the geological-geotechnical point of view, where the municipality can release the installment and the permanent occupation of the soil; (ii) moderate suitability, corresponding to areas that have one or more geotechnical constraints, but which can be parcelled out and occupied according to certain technical criteria and guidelines; (iii) low suitability, which correspond to the areas with the most severe geotechnical restrictions, which can only be occupied and/or consolidated from the geotechnical point of view, through the undertaking of structural measures by the municipality and the entrepreneurs; (iv) very low suitability, corresponding to areas with severe occupancy restrictions and/or inapt to being consolidated from a geological-geotechnical point of view and for which other types of use are recommended, due to the high cost of urbanization and associated risk (Souza & Sobreira, 2014).

In the traditional process of urbanization suitability map production, the interpretation of results and definition of guidelines and advice for the use and occupation of the soil is, in general, carried out for the total mapped area, including areas of consolidated occupation. In order to reduce mapping efforts, the current method included a stage for the delimitation of the analysis areas and subsequent conversion of the preliminary map into a suitability one. This was done with the assumption that it is possible to reduce areas with a previous analysis of urban voids and local growth dynamics. Figure 5 shows the sequence of procedures used in the development of the urbanization suitability map of the city of Pelotas.

2.4.1. Urban growth analysis

The urban growth analysis stage has the objective of delimiting the areas available to the city’s growth (urban voids), as well as its future urban occupation potential. Therefore, the following general sequence of procedures was established: (i) prior delimitation of areas available for growth (urban voids); (ii) simulation of growth through a model based on Cellular Automata (Polidori, 2004); (iii) definition of the potential of future occupation of urban voids.

The study and simulation of urban growth for the city of Pelotas was carried out through the model based on Cellular Automata developed by Polidori (2004). The model utilizes the principles contained in Krafta’s (1994) Centrality and Potential model and applies them to a computational environment, which integrates elements of the graph theory with Cellular Automata (CA), allowing for immediate neighborhood relations (achieved by CA) and remote neighborhood relationships (achieved by graph), to be treated together (Saraiva, 2013). In summary, the model is a CA environment, which integrates urban, natural and institutional factors. These factors can be defined by the user, both as attraction and as resistance to urbanization. It is also up to the user to define the relative weight of each feature, so as to best represent its degree of importance in the spatial growth process of the city. Between each cell pair that presents a charge, a voltage is developed, which is calculated by

---

Figure 5 - Schematic of the urbanization suitability map development.
the product of the total charge of each cell by the total charge of each of the others that can be reached (with user-defined range limit). The tensions generated between a pair of cells are distributed by the system in three ways: (i) axial; (ii) polar; (iii) diffuse, each type intending to capture an aspect of urban locational dynamics. The partial result of the tensions calculation is accumulated in each cell, generating the measure of cellular centrality. Based on the difference of the centrality value of each cell with the maximum centrality of its neighborhood, we obtained the cell growth potential of each cell. At each stage of time (interaction), the growth potential of a cell is recalculated, which can result in the reduction of its resistance and the increase of its urban load. In this way, a cell initially defined as “non-urban” may have its state changed to urban, thus representing changes in the morphology of the city (urban growth).

3. Results of the Application of the Methodology

The application of the methodology and the mapping of susceptibility to geodynamic processes and the suitability of lands to urbanization followed the stages and procedures previously described. Its main results are described and discussed below.

3.1. Inventory stage results

The initial characterization of the study area produced a general and comprehensive understanding of its physical and environmental aspects, which served as guideline for the development of the work as a whole. We addressed aspects related to: biodiversity, climate, hydrography, geomorphology and relief, geology and soils. We also identified the geological and geotechnical problems that occurred: flooding, erosion and soft soils. In the sub-stage of complementary inventory of available data, we were able to search an extensive list of geographic information. Findings were evaluated regarding their content, scale and applicability to work, among other attributes, and then cataloged. In the sub-stage of identification of conflicts and impacts on the physical environment, we identified flooding of urbanized areas due to flood phenomena; occupation of areas of natural plains; erosion and silting; differential settlements and low capacity to support foundations.

The attributes of the physical environment were defined according to the products (susceptibility and urbanization suitability maps) and the geodynamic processes occurring in the area. Using the available data and the possibility of producing new information as both a base and a limit, and following the indications of Sobreira & Souza (2012), Bitar (2014) and Zuquette & Gandolfi (2004), the following classes of attributes in Table 2 were defined as fundamental.

Defining the scale of work is one of the most important stages in the geotechnical mapping process, and in our study was based on relevant attributes in the analysis of the inventoried data and following the indications of Cerri (1990) Cerri et al. (1996), Sobreira & Souza (2012), Diniz & Freitas (2013) and Zuquette & Gandolfi (2004). When defining the scale, the objective was to reconcile the purpose of the mappings with the territorial extensions mapped in each one of the stages, using the scales of the basic data (and/or the possibility of their extension) as limitations. In the case of the study area, pedology and geology maps were below the values indicated in the literature for susceptibility and suitability mapping. With this in mind, it was crucial to adjust the scale of these documents, something that, in this study, was facilitated by the close relationship between the soils, their substrates and the forms of relief existing on

**Table 2 - Attributes relevant to the mapping of susceptibility and suitability to urbanization.**

<table>
<thead>
<tr>
<th>Class</th>
<th>Sub-class</th>
<th>Attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geomorphology</td>
<td>Terrain units (patterns)</td>
<td></td>
</tr>
<tr>
<td>Morphometry</td>
<td>Reliance amplitude; slope; concentration of flows; hierarchical order; curvature and orientation of the aspects</td>
<td></td>
</tr>
<tr>
<td>Hydrology</td>
<td>Superficial waters</td>
<td>Areas of water accumulation; soil potential infiltration; surface runoff; drainage net; water bodies; waterway density</td>
</tr>
<tr>
<td></td>
<td>Underground waters</td>
<td>Depth of water table</td>
</tr>
<tr>
<td>Unconsolidated materials</td>
<td>Soil units</td>
<td>Texture; soil profile alteration</td>
</tr>
<tr>
<td>Structural and sedimentary geology</td>
<td>Geological units</td>
<td>Depositional system; lithology</td>
</tr>
<tr>
<td>Geotechnical</td>
<td>Geotechnical units</td>
<td>Resistance; consistency / compaction</td>
</tr>
<tr>
<td>Evidence of processes</td>
<td>Erosions; silting; affected areas by floods</td>
<td></td>
</tr>
<tr>
<td>Vegetal cover</td>
<td>Vegetation index</td>
<td></td>
</tr>
<tr>
<td>Land use</td>
<td>Types of use; occupation intensity</td>
<td></td>
</tr>
<tr>
<td>Anthropogenic processes</td>
<td>Mining; drain channels; works that interfere in the flow of superficial and underground water</td>
<td></td>
</tr>
</tbody>
</table>
the site. Thus, the production of a geomorphology map at a suitable scale was the starting point for the improvement of the scale of the other two maps. The development of the geomorphological map, however, depends on the availability of compatible topographic data. Therefore, it is important to verify the limits of cartographic accuracy that can be reached through this data, represented in the case in question by the digital terrain and elevation models (DTM and DEM).

Thus, the first stage in defining the work scale was the evaluation of the models available for the general stage area: SRTM TOPODATA and ASTER GDEM (both with spatial resolution of 30 m); and the derived model of airborne laser profiling, made available by the municipal administration of Pelotas (with spatial resolution of 0.50 m), for the semi-detail stage. The planimetric and altimetric precision of the model were evaluated according to Cartographic Requirement Standard (CRS) for charts in Brazil, through 34 control points. Having defined the compatibility scales of the models for producing class A digital maps, the mapping scales were established following the indications of Cerri (1990), Cerri et al. (1996), Diniz & Freitas (2013) and Zuquette & Gandolfi (2004): 1:50,000 for regional susceptibility (general stage) and 1:25,000 for estimation of geotechnical units, urban susceptibility and suitability for urbanization (intermediate stage). More complete details on the evaluation of the models can be obtained in Xavier (2017). It should be noted that although the DTM of the intermediate stage (Urban DTM) has shown to be compatible with the 1:5,000 scale, the mapping of the intermediate stage in a scale larger than 1:25,000 (as recommended by Souza, 1990), 1:25,000 in the case of the intermediate stage, with a significant increase in the number of control points, was not possible for the following reasons: (1) the quality of the data was not sufficient to support the increased level of detail; (2) the cost of acquiring and processing the data was prohibitive; (3) the temporal and spatial resolution of the data was not sufficient to support the increased level of detail; (4) the data was not available in a format that could be easily integrated into the GIS environment.

3.2 Results of the data preparation stage

In this stage, the data were processed and cross-referenced in a GIS environment, aimed at their spatial and scalar compatibility, as well as tailored for producing data required for subsequent stages. The initial task was to produce the geomorphological map in which the relief compartments were organized and classified following the methodologies proposed by Ross (1992). In turn, the geomorphological map served as a basis for the production of maps of soils and geology, which, in the next stage, support the mapping of geotechnical units. The preparation stage also served to extract morphometric parameters of the drainage basins and to tabulate and systematize the data contained in the SPT-type survey bulletins. The maps of Hypsometry, Iso-declivities, Relief Curvatures, Soil Use and NVDI (Normalized Difference Vegetation Index) were also developed.

3.3 Results of the general stage of the progressive method

The susceptibility maps were predominantly developed using predisposing natural factors of greater relevance to the phenomenon under study (flooding and erosion). However, two anthropic features were also considered: the diversion and damming of Santa Bárbara stream and changes in soil cover.

To determine the predisposition of the lands to the occurrence of floods, the following information plans were selected: basin morphometry; pedology (soil); geology; iso-declivities; hypsometry; and land use (soil cover). It should be clarified that, although some scientific studies that apply the multivariate analysis to map the susceptibility floods use geomorphology as one of the themes of analysis, this can be replaced by iso-declivity and hypsometry, since it is the properties of the relief that best determine the phenomenon’s possibility of occurrence. The selected information plans (PI) were submitted to the multicriteria analysis. For each of the different classes of attributes analyzed (PI), a weight was attributed to its degree of susceptibility to the occurrence of the process under analysis (first level). The weights, ranging from 1 to 5, indicate, respectively, very low, low, moderate, high and very high susceptibility to the phenomenon under study. Regarding the evaluation of the relative contribution of the plans to the susceptibility composition, the AHP method was applied (second level).

The morphometric susceptibility of the drainage basins to floods was defined based on the methodology proposed by Souza (2005), with a focus on coastal areas. According to the author, “any study of morphometric susceptibility in coastal areas should take into account that these basins have two distinct geomorphological compartments, which should be analyzed individually”: their headwaters are mostly on basement land, with average to high slopes, and the remainder is situated in lowland coastal plains, with low to zero-height slopes.

The application of the Analytic Hierarchy Process (AHP) method determined the paired comparison between information plans, in which the weights of comparative judgment between each of the themes were established, following the scale of importance defined by Saaty (1977). Based on the paired comparison matrix, the percentages of contribution of each theme towards flood susceptibility of lands were established. Saaty (1977) establishes mathematical formulations to verify the consistency of the judgments. These mathematical calculations allowed for the determination of the so-called Consistency Ratio, which was within the limit of admissibility defined by the author.

The degree of predominance of one factor (conditioning) on the other is not universal and has to be analyzed in relation to the characteristics of the physical environment under analysis, mainly the formation of the relief. The importance of declivity in relation to other themes, in particu-
lar altimetry, is substantially higher in areas of rugged relief, but decreases in areas of the coastal plain. Thus, for the study area, iso-declivity has moderate importance in relation to hypsometry (Fig. 6), strong in relation to soil use and from strong to very strong importance in relation to pedology. The morphometry of the river basins, due to the low slope in all or most of them, has a diminished importance, being slightly superior to land use and moderately more relevant than pedology that, also due to relief, gains greater magnitude.

In this way, the information plans, already duly reclassified according to the weights assigned to each of the classes, were submitted to the algebraic map operation in GIS (with the contribution percentage of each plan defined by AHP). The Equation 1 served as the basis for the operation, where:

\[
SEI = [(MBD \times 0.113) + (P \times 0.070) + (G \times 0.033) + (ID \times 0.375) + (HP \times 0.280) + (US \times 0.129)]
\]

The resulting raster grid was reclassified into five equal ranges of values, each corresponding to a susceptibility class. To validate the map, the mappings of affected areas in three large rainfall events (in 2004, 2019 and 2015), were analyzed. Field trips were carried out to survey and diagnose two specific situations where the influence of anthropic action and extrapolation was detected in the mapping, in an area hit by the event of 2015. Thus, the preliminary map was validated, becoming the map of susceptibility to floods (Fig. 7).

The same method was applied in the case of laminar erosions, from the selection of pedology information plans, geomorphology, declivities, relief curvature, land use and intensity of vegetation cover. The map algebra was carried out based on Equation 2, where:

\[
SEL = [(US \times 0.170) + (P \times 0.398) + (ID \times 0.274) + (CR \times 0.050) + (CV \times 0.107)]
\]

3.4. Results of the semi-detail stage of the progressive method

In the composition of the urbanization suitability of the lands, in addition to the information plans regarding the susceptibilities (initial database), two other themes were used: geotechnical units and a protection and drainage system against flooding, the latter being part of anthropic interventions on the natural environment. The geotechnical units were mapped using the methodology of Dias (1995), resulting in a map with 13 units with homogeneous geotechnical behavior regarding the use and occupation of the soil. These are identified on the map with the symbols "XYZxyz", where the capital letters correspond to the pedological classification of the profile (considering the superficial horizons A and B), and the lower case letters represent the geology, characterized by the horizons C, RA, and R (Fig. 9). The drainage system and flood protection information plan, in turn, was drawn from the mapping and analysis of the drainage system (channels and galleries) and the system of dikes, polders and pumps that protect part of the urban area of the São Gonçalo Channel.

A preliminary map of urbanization suitability was created, covering the total urban area and urban expansion area of the municipality (Fig. 10). The map results from the crossing of susceptibility, geotechnical units, drainage system and flood protection plans. The development of the map followed the same sequence of procedures used to construct the susceptibility maps, namely: (i) attribution of weights to the classes of the plans; (ii) raster reclassification; (iii) definition of the percentages of contribution of

![Figure 6](image_url) - Maps of iso-declivities (left) and Hipsometry of Pelotas (right) (UTM Zone 22S).

each plan through the application of the AHP method; (iv) intersection of planes by map algebra (Eq. 3), where: APU = suitability to urbanization; SEI = susceptibility to floods; SE = susceptibility to laminar erosion; UG = geological units; AP = protected areas (against floods).

\[
APU = (SEI \times 0.5129) + (SE \times 0.0594) + (UG \times 0.1478) + (AP \times 0.2799)
\]  

(3)

After developing the preliminary urbanization suitability map, mapping of the urban voids and the simulation...
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Figure 9 - Geotechnical Unit Estimation Map (UTM zone 22S).

Figure 10 - Preliminary map of suitability for urbanization of Pelotas/RS (UTM zone 22S).
of urban sprawl spatial growth processes were carried out, aimed both at reducing the areas of analysis and characterizing suitability. This time, the urbanization suitability map was produced only for those portions of the territory that demand greater urgency for information pertaining to urban planning. The mapping of urban voids, considered here as areas available for urban growth, was based on the crossing of an orthophoto from 2015 with the cadastral base of lots provided by the city hall.

The study and simulation of urban growth, in turn, were carried out through the model based on Cellular Automata, implemented by CityCell software (Saraiva & Polidori, 2014). Since it is a pre-existing model, several conceptual and practical stages of modeling were already provided, leaving only calibration and validation of the model for the available input data (Liu, 2009). Besides the configuration of the model’s internal parameters, the variables and their weights needed to be validated. A common way of validation is to compare the simulation results with historical data of past urban growth in the study area. In this way, the model was calibrated and validated through the simulation of city growth between the years 1965 and 2011. Through the calibration study, the attributes used and their respective weights were defined, which served as the basis for the growth simulation of Pelotas from the year 2015 to the year 2040 (Fig. 11). More complete details on the procedures for mapping the urban voids and simulation of the urban growth of Pelotas can be obtained in Xavier (2017).

Far from representing a future undeniable fact, the resulting information points to an effective probability, simulated based on the past and present conditions, and mechanisms of production and reproduction of the built urban environment studied and described by contemporary urban science. The simulation indicated urbanization pressure on the urban voids, which, in order to characterize the suitability for urbanization, were grouped in eight sets, having as criterion their spatial relationship and the constituent geotechnical units (Fig. 12).

Among the eight groups of voids mapped, we highlight those of group 7, due to their physical characteristics, location and urbanization pressure. Further description of this group is given below as an example of the characterizations made.

Group 7 of urban voids is composed of 4 voids located in the Southeastern part of the urban zone, in the Administrative Regions of São Gonçalo (voids 29, 30 and 34) and Areal (void 33), with a total area of 3.12 km², and urban growth projection according to the graphs in Fig. 13. The group of voids is made up of lands of the geotechnical units GM 3dpfl (98.43%) and SX 3dla (1.57%).

Almost all of the land in Group 7 is located on the geomorphological unit of the fluvial-lacustrine plateaus, which form the main part of the floodplain of São Gonçalo Channel. They are lands with low altitude (0 to 5 m) with little or no relief. This group of voids has a predominance of suitability between very low (34.47%), low (26.38%) and moderate (30.54%), followed by high suitability (7.45%) and very high suitability (1.16%) (Fig. 14).

The voids of group 7, due to its proximity to the historical and commercial center of the city, are subject to great urban growth pressure. The simulation of growth indicates an occupation of 100% of voids 29, 30 and 33, in up to 12 years. This group covers naturally flooding land, but is currently partially protected by the flood control system in voids 29 and 30. Thus, despite having high and very high natural susceptibility to floods, these voids are typically at a moderate level of susceptibility. The very low suitability class is almost totally restricted to void 34 and the low suitability class is concentrated in void 33. Table 3 shows the percentage levels of susceptibility to flooding and soil erosion for this group of voids.

The GM 3dpfl geotechnical unit, which encompasses almost all of this group of voids, presents variation in foundational support, due to the presence of soft to very soft clay in the vicinity of the Pelotas stream and the Santa Bárbara channel. Figure 15 shows the soil resistance drop, shown through the Nspt values of 3 probes of the GM 3dpfl unit: the greater the distance of the SX 3dla unit and the greater the São Gonçalo channel approximation, the lower the Nspt index of the soil with depth. It should be noted that due to the geological formation of these soils, there is a great heterogeneity in their texture and support capacity,

Figure 11 - Results of the simulation of urban growth in Pelotas: a) urban area in 2015; b) urban area in the year 2027; c) urban area in 2040.
and there may be a decrease or increase of resistance with depth and variable locations within the unit.

The urbanization conditions of the voids in group 7 are variable and dependent on the suitability level of each area. In the areas with moderate and low suitability, urbanization can take place with due care for drainage, which includes raising the terrain’s elevation by at least 1.50 m. In order to approve larger land parceling projects in

Table 3 - Percentages of occurrence of different levels of susceptibility in lands belonging to group 7 of urban voids.

<table>
<thead>
<tr>
<th>Levels of susceptibility</th>
<th>Area susceptible to floods (km²)</th>
<th>% susceptible to floods</th>
<th>Area susceptible to erosions (km²)</th>
<th>% susceptible to erosions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very low</td>
<td>0</td>
<td>0.00</td>
<td>2.918</td>
<td>93.63</td>
</tr>
<tr>
<td>Low</td>
<td>0.058</td>
<td>1.87</td>
<td>0.183</td>
<td>5.87</td>
</tr>
<tr>
<td>Moderate</td>
<td>0.276</td>
<td>8.84</td>
<td>0.014</td>
<td>0.46</td>
</tr>
<tr>
<td>High</td>
<td>1.434</td>
<td>45.96</td>
<td>0.001</td>
<td>0.03</td>
</tr>
<tr>
<td>Very high</td>
<td>1.352</td>
<td>43.33</td>
<td>0</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Figure 12 - Grouping of urban voids for analysis of urbanization suitability.

Figure 13 - Graphs of urban growth in the voids of group 7.
voids 29 and 30, a reservoir for holding or damping the peak precipitation deflation should be required, in order to relieve the channel and pump system that retains rainwater beyond the protective dam.

Urban void 33 is situated in a natural drainage area that, from ancient natural channels, directs part of the rainwater that reaches the high alluvial terraces into the Pelotas stream. With urbanization, the natural channels were replaced by artificial ones, with deviation from their natural course. Therefore, the occupation of void 33 by urban use requires firstly a verification of the capacity and the drainage conditions of the channels that drain into the Pelotas stream and/or opening of new channels, along with the inclusion of adequate local drainage measures. Finally, void 34 has very low suitability for urbanization. It is a low area that is subject to complete flooding in the event of large precipitations (Fig. 16), playing an important role in the retention, infiltration of rainwater and buffering the peak of rainfall precipitation. Therefore, the occupation of this area with denser urban uses should be deterred. However, because of its geographic location (near the São Gonçalo channel, Pelotas stream and not far from the city center), this void is favorable for very low density uses (leisure sites, parks, etc.), involving drainage solutions that allow for the maintenance of current levels of retention and infiltration of rainwater.

It should be noted that the safety against flooding of voids 29 and 30 is totally dependent on the correct design.
and operation of the system of dikes, channels and booster pumps that protect the area. Therefore, the adequacy of its drainage capacities, as well as the improvement of its operating conditions, precede the liberation of larger projects in the area.

Due to the presence of low consistency organic clay in part of the area of group 7, it is essential that local prospecting surveys be carried out for the execution of civil work. In addition, it is recommended to increase the number and minimum density of drillings established in NBR 8036 (ABNT, 1983). Furthermore, it should be pointed out that not only buildings and structures have to be properly constructed, but the whole infrastructure (streets, sewage and water networks, among others) must be protected against the excessive settlements common in these areas.

4. Final Considerations

The continuous growth of Brazilian cities, their negative impact on the physical environment and the risk to which large portions of their populations are subjected, determines the planning of urban development in line with the limitations and potential of this environment. The need to use geological-geotechnical information in the planning process is unquestionable, since a broad knowledge about the planned area is essential in deciding or choosing the best alternatives for the use of available resources. Despite the reasonable state of Brazilian geotechnical cartography, there is a strong need for new studies on the optimization of mapping processes, a better adaptation to the urban environment and its applicability to the process of urban growth planning, in a way that is more sustainable and more adjusted to the physical-environmental characteristics of the territory. In this sense, based on a review of the main mapping methodologies used in Brazil, from the most generic to those directed to urban planning, it was possible to establish the theoretical framework for structuring the methodology in the city of Pelotas-South Brazil. The progressive method of Cerri et al. (1996), together with the concepts and procedures of the methodologies of Diniz & Feitas (2013), Sobreira & Souza (2012) and the regional method of Dias (1995), were found to be the most adequate for the conditions and the objectives of the present study. The methodologies, rather than overlapping each other, in the way they were structured, complemented each other and formed a new procedure that generated data and products (maps and charts) aimed at planning and controlling the growth of the city. Among the products of Geotechnical Cartography, the maps of susceptibility to geodynamic processes and the urbanization suitability map were identified as instruments capable of providing information on physical aspects of the urban environment directly related to the occupation of the territory.

The multi-criteria approach, through the weighted linear combination of factors in the GIS environment through the AHP method, allowed for the integration of information plans and the mapping of different degrees of susceptibility and terrain suitability. Their use made possible the compensation between the physical-environmental factors employed and the hierarchical ordering of the plans, according to their relative importance in the occurrence of the phenomena studied, with results validated both by historical processes and the survey of the conditions present in the field, validating the use of the method in geological-geotechnical mapping.

The method of Dias (1995), chosen to produce the map of estimates of geotechnical units, proved to be capable to produce an information plan with geotechnical classes that can be evaluated and used in the composition of the suitability for urbanization, after the indispensable taxonomic generalizations, adjustments and validations. In relation to the geotechnical units, it was concluded that the SPT surveys, widely used in geotechnical mapping work, are excellent data sources that allow for an adequate geo-

Figure 16 - Photographic image of the area of the void 34 in the 2015 flood (PMPel, 2015).
technical characterization of the lands, when the objective of the work is to support urban planning.

The number of SPT tests required to characterize the geotechnical units depends on the characteristics of soil types and substrates, on the variation of their vertical profiles, on the spatial distribution of the surveys and on the purpose of the mapping, and should only be determined after preliminary analysis of each unit. In the case of the GM 3dpfl (26.54 km²) unit, for instance, which features considerable variation in the vertical profile, 30 reports were sufficient to characterize the suitability for urbanization (for urban planning purposes), in the 1:25,000 scale of its urban voids.

A limitation detected is related to the inexistence of surveys in low urban areas. In these cases, the inference of the properties is required by means of correlation with the typological components common to other areas or, if the correlation is not feasible, the completion of new surveys. At this point, the municipal land use planning and control bodies should develop strategies for the collection, storage and systematization of geotechnical information in their territory. The requirement, for example, of the geotechnical survey report in the process of releasing building permits, could be a viable alternative, since they relate to the proof of the stability of the building.

The procedures applied to the cartography of the free areas and areas predisposed to the growth of the city made possible the spatial reduction and allowed a more detailed evaluation of urbanization suitability, avoiding the expenditure of effort in the characterization of consolidated areas in which the change of use is unlikely or very slow. On the other hand, the simulation of urban growth through the model implemented by the CityCell software presented results consistent with the historical process of spatial development of the city. However, it should be emphasized that the model, based on the past morphology and the mechanisms of production and reproduction of the urban environment, predicts probable future urban forms which may not be fully achieved. In this way, the model should be used with caution. In the present case, with the objective of assisting in the characterization of urban voids and identifying probable conflicts between growth and suitability to urbanization, the use of the model showed potential and relevance.

The application of the methodology, as a whole, presented important results of great relevance regarding the production of cartographic documents, both for a better understanding of the current state of urbanization of the study area, in relation to the characteristics of its physical environment, and to plan for future growth. Therefore, it is expected that the application of this methodology represents a contribution to geotechnical cartography with regard to the development of tools that aid in urban planning. The simplicity and ease of execution of the mapping methods and the results achieved indicate their potential for partial or total use in other physiographic realities and/or as a basis or part of new methodologies.

Compared to other methodologies, this method focuses almost exclusively on the use of pre-existing data, on reducing the areas of analysis and directing them to the planning of the city’s growth. This method can be seen as less labor intensive, more appropriate for the instrumental and financial reality of Brazilian municipalities and finally, better adjusted to the urban physical environment. The application of this method, however, requires the availability of basic data on the area in question: geological maps, local pedology, and local geomorphology, as well as remote sensing images (satellite or orthophotos), numerical terrain models, and SPT probe reports.
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Soil Elastic Modulus Determined by Ultrasound Tests
W.S. Sarro, G.C.S. Ferreira

Abstract. The elastic constants obtained through conventional destructive (triaxial and resilience) tests can present great variability, even for soils with the same classification. Thus, a test is necessary to determine the elastic constants of soils in a reliable and replicable way. The ultrasonic technique is used to characterize rock and several construction materials (wood, cementitious matrices, metals), including the elastic parameters (elastic modulus, shear modulus, and Poisson's ratio). The aim of this study was to verify the correlation between the elastic modulus obtained through ultrasonic testing and through a simple unconfined compression test on compacted clayey soil. Test specimens were molded at normal compression energy with three moisture contents; the specimens were exposed to air and packed with plastic wrap for 120 days. After this period, we performed ultrasonic and compression tests. The technique presented great potential to study the mechanical behavior, with correlation coefficients over 0.97 for both parameters (compressive strength and static elastic modulus). We also verified that the ultrasonic testing is influenced mainly by the moisture content.

Keywords: geotechnical, mechanical characterization, nondestructive testing, soil elastic behavior, soil moisture content, ultrasound transmission method.

1. Introduction

Defining the elastic constants of compacted soil is crucial for its correct application in geotechnical works (pavements, landfills, dams). However, the elastic modulus and the Poisson's ratio are usually determined through empirical tests performed with laboratory specimens, which do not represent actual conditions of the material (Yang et al., 2015). These conditions become even more complex since the behavior of the soil regarding its deformation is not perfectly linear, with residual deflections occurring even in the strain x specific deflection curve (Dias, 2007). Thus, performing specific soil tests to determine the elastic modulus and Poisson's ratio (triaxial compression, resilience) are not feasible due to the number of repetitions required for a correct and reliable characterization. Moreover, elastic constants obtained by these methods can present great variability, even for soils with the same classification.

Recent research indicates that nondestructive in situ testing techniques called cross-hole, down-hole and up-hole allow to determine the propagation velocity and consequently the elastic constants of soils in depth under low strain (Choo et al., 2018; Nejad et al., 2017; Pegah et al., 2017). Measurements are made inside the borehole and the technique is chosen depending on the position of the seismic sources in the holes. Although these tests can cover large volumes of soil, the preparation of the holes and the equipment have a high cost.

Champiré et al. (2016) and Miccoli et al. (2014) studied similar values of elastic modulus, between 2.20 and 2.80 GPa. In contrast, Bui et al. (2014a) and Lombillo et al. (2014) studied soils with the same classification and also used the unconfined compression test; their values were in the range 0.18 to 0.95 GPa. The contradiction in the literature reinforces the need for a test capable to determine the elastic constants of soils in a reliable and replicable way.

The ultrasonic testing is recommended to determine the elastic constants of compacted soils more easily. It is a nondestructive technique already applied in the characterization of several building materials (wood, cementitious matrices, metals). The velocity of longitudinal and transverse ultrasonic waves is required when ultrasonic testing is used to determine elastic constants. The application of elasticity theory to the longitudinal and transverse velocities determines the elements of the stiffness matrix, which, after their inversion, result in the flexibility matrix and consequently, in the values of the elastic modulus, of shear and of the Poisson’s ratio (Bucur, 2006; Bucur & Archer, 1984; Gonçalves et al., 2011a, 2014; Kohlhauser & Hellmich 2012; Vázquez et al., 2015). Materials may present isotropic, anisotropic or orthotropic behavior, thus, it is necessary to know their elastic properties to determine the matrix (Bui & Morel, 2009; Bui et al., 2014b; Christ & Park, 2009; Ferreira et al., 2014; M aillard & A ubert, 2014; Miccoli et al., 2015; Pietruszczak & Krucinski, 1989).

Some authors studied the application of the ultrasonic technique in compacted soil specimens and in constructive elements in soil. These studies involve the determination of preliminary data (ultrasonic velocity at the soil), the isotropy of the compacted soil (Christ & Park, 2009), the elastic constants (Cai et al., 2015; Hammam & Eliwa, 2013;
Wang et al., 2006; Yu et al., 2016) and the definition of factors that can interfere in the ultrasonic pulse (Dongqing et al., 2016; Ferreira et al., 2014; Sarro et al., 2017; Teixeira et al., 2015).

The factors that may interfere in the ultrasonic pulse on soil and must be considered are both those already determined for other materials and those considered during the determination of the elastic constants of the soil by destructive methods. Vanapalli & Adem, 2014 (Adem & Vanapalli, 2015 and Oh & Vanapalli, 2016) describe void ratio, compaction energy and soil structure as interfering factors to determine the elastic modulus, therefore, they should also be considered for ultrasonic tests. The porosity, a parameter related to the void ratio, directly interferes in velocity. Other studies indicate water content, soil density and type of transducer as factors that also interfere in ultrasonic velocity (Cardoso et al., 2017; Champiré et al., 2016; Chen et al., 2017; Dongqing et al., 2016; Ferreira et al., 2014; Sarro et al., 2017; Teixeira et al., 2015). Thus, the aim of this study was to investigate the correlation between the elastic modulus obtained from ultrasonic testing and the modulus obtained through a simple unconfined compression test on clay soil specimens compressed at different moisture content.

2. Materials and Methods

2.1. Soil characterization and compaction

Deformed samples were collected from the deposits available in the region of Limeira (São Paulo, Brazil), a characteristic soil of the region (Fig. 1). The choice of deposit considered an area with minimum traffic of people where there was no need for deep excavations, guaranteeing the homogeneity of the material. After extraction, the sample was sieved and prepared (ABNT, 2016a) for characterization according to grain size distribution test (sieving and sedimentation) (ABNT, 2016b) and density.

To define the optimum moisture content and the maximum dry unit weight of the samples, we performed compaction tests using the Proctor method at normal compaction energy (ABNT, 2016c). Then, we molded specimens at 2% below the optimum moisture content (A1), at the optimum moisture content (A2), and 2% above the optimum moisture content (A3). Five cylindrical specimens (diameter 100 mm, height 127 mm) were molded for each moisture content and for each storage condition (packed and unpacked), totaling 30 specimens. All samples were exposed to the environment conditions of the laboratory for 120 days.

2.2. Ultrasonic testing

The nondestructive ultrasonic testing was performed 120 days after molding using the Epoch4 equipment (Panametrics, USA) with 500 kHz frequency transducers capable of measuring longitudinal and transverse waves. The compressional ($V_L$) and shear ($V_S$) velocities were calculated through the relation between the distance traveled by the wave ($d$), in millimeters, and the time of the course ($t$), in microseconds. In the tests with the shear transducer, a coupler gel (corn glucose) was required to minimize reflection and refraction of ultrasonic pulse. The aim of the ultrasonic testing was to determine the elastic modulus of the samples to compare with the results obtained from the destructive method (compression test).

$$V = \frac{d}{t}$$ (1)

2.3. Determination of the elastic modulus by ultrasonic test

The stiffness matrix (Eq. 3) was determined using the longitudinal ($V_L$) and shear ($V_S$) velocities and considering the soil as an isotropic material, where the parameters of the diagonal ($C_{ii}$) $C_{11} = C_{22} = C_{33}$ were calculated using an average of the $V_L$, and likewise $C_{44} = C_{55} = C_{66}$ and using an average of the $V_S$ (Eq. 2).

Through the inverse of stiffness matrix, the flexibility matrix (Eq. 4), we can determine the longitudinal elastic modulus ($E_{11}$) using the nondestructive ultrasonic testing (Eq. 5). Other elastic constants, such as the shear modulus ($G_{ij}$) and Poisson’s ratio ($\nu_{ij}$), can be determined using the matrices, $S_{ij}$ and $E_{ij}$, respectively; however, this was not the focus of this study.

$$C_{ii} = \rho V_{i}^{2}$$ (2)
2.4. Determination of the elastic modulus by compression test

After the ultrasonic test, the specimens were subjected to unconfined simple axial compression tests by the press EMIC 23-600 of the brand INSTRON/EMIC (Fig. 2), with deflection control to determine the static elastic modulus \( E_{US} \). The method used was adapted according to the standards of resistance to unconfined compression of cohesive soils and elastic modulus of concrete (ABNT, 1992, 2008).

To validate the results between the moduli obtained by ultrasonic and by static testing, statistical tests (linear regression, confidence interval, t-test) were performed using the Origin 8.1 software to determine if there is a statistically significant correlation between the analysed variables.

\[
[C]_{\text{Isotropic}} = \begin{bmatrix}
C_{11} & C_{12} & C_{12} & 0 & 0 & 0 \\
C_{12} & C_{11} & C_{12} & 0 & 0 & 0 \\
C_{12} & C_{12} & C_{11} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{44} & 0 \\
0 & 0 & 0 & 0 & 0 & C_{44}
\end{bmatrix}
\]

\[
[S]_{\text{Isotropic}} = \begin{bmatrix}
S_{11} & S_{12} & S_{12} & 0 & 0 & 0 \\
S_{12} & S_{11} & S_{12} & 0 & 0 & 0 \\
S_{12} & S_{12} & S_{11} & 0 & 0 & 0 \\
0 & 0 & 0 & S_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & S_{44} & 0 \\
0 & 0 & 0 & 0 & 0 & S_{44}
\end{bmatrix}
\]

\[
E_{US} = \frac{1}{S_{11}}
\]

Christoffel (Bucur, 2006) developed the theoretical equations above and these have already been applied for wood by other researchers (Gonçalves et al., 2011b, 2014; Kohlhauser & Hellmich, 2012; Vázquez et al., 2015), in concrete (Gonçalves et al., 2011a) and stabilized soil (Ferreira et al., 2013; Hoffmann & Gonçalves, 2010; Milani, 2008).

3. Results and Discussion

3.1. Characterization

As shown in the particle size curve (Fig. 3), the soil used was classified as ML, according to the Unified Soil Classification System (USCS), composed of 55% clay, 23% sand and 22% silt, with a specific weight of the solids equal to 27.9 kN.m\(^{-3}\).

The results of optimum moisture content and maximum dry unit weight used to mold the specimens were obtained from the compaction curves. The specimens were molded according to the moisture conditions described in Table 1, 15 of them were packed and 15 exposed to laboratory air for 120 days.

The increase in compaction energy results in a decrease in the macroscopic and microscopic pores of granular materials (Caputo, 1988; Pinto, 2006) and the velocity can vary according to the propagation medium and the presence of voids. Due to this, it was decided to analyze the three compaction energies of the Proctor method (ABNT, 2016c). Mansour et al. (2016) points out that the variation in porosity and voids can interfere with the application of acoustic methods of investigation applied to compacted soil.

The purpose of the two types of storage (packed and unpacked) was to qualify the velocity differences of specimens with variations of moisture and density. Thus, we verified an average loss of approximately 17.0% in moisture and 17.0% in density in the unpacked specimens, in contrast to 2.9% and 2.6%, respectively, in those that remained packed, after 120 days.

Table 1 - Casting conditions based on moisture content.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Optimum moisture content (%)</th>
<th>Dry unit weight (kN.m(^{-3}))</th>
<th>Porosity (%)</th>
<th>Voids ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>21.40</td>
<td>15.14</td>
<td>43</td>
<td>0.76</td>
</tr>
<tr>
<td>A2</td>
<td>23.40</td>
<td>15.89</td>
<td>40</td>
<td>0.68</td>
</tr>
<tr>
<td>A3</td>
<td>25.40</td>
<td>15.68</td>
<td>38</td>
<td>0.61</td>
</tr>
</tbody>
</table>
3.2. Nondestructive testing

The final velocities obtained for the packed specimens were lower than on the exposed specimens by approximately 20% for longitudinal to compressive wave velocities \( (V_p) \) and 26% for shear wave \( (V_s) \) velocities. This behavior was expected due to the moisture content presence, which increases the dispersion of the ultrasonic pulse (Bernat-Maso et al., 2017; Luong et al., 2014). Additionally, we can consider the occurrence of a thixotropic behavior, which may increase the resistance in clayey samples with a high degree of saturation when kept at rest (Jeong et al., 2015; Seng & Tanaka, 2012).

The \( V_p \) values obtained in this study ranged between 891 and 1407 m.s\(^{-1}\) (Figs. 4a and 5a), for the packed and unpacked specimens, respectively, and agree with values found in the literature. Studies that use soils classified as sandy are usually more common, with \( V_p \) located between 954 and 1376 m.s\(^{-1}\) (Ferreira et al., 2013; Hoffmann & Gonçalves, 2010; Milani, 2008; Sarro et al., 2015). For clayey and compacted soils at intermediate energy (the same used in this research), Teixeira et al. (2015) obtained a mean \( V_p \) of 1444 m.s\(^{-1}\). Sarro et al. (2017) used normal compaction energy and obtained mean values of approximately 1500 m.s\(^{-1}\).

Regarding \( V_s \), we obtained values between 491 and 837 m.s\(^{-1}\) (Figs. 4b and 5b), for the packed and unpacked specimens, respectively. There is not enough data on this type of velocity due to the lack of research on the application of ultrasonic testing in soil. Hoffmann & Gonçalves (2010) obtained mean values of 502 m.s\(^{-1}\) for samples of sandy soil molded at normal energy and kept in moist environment for seven days, while Milani (2008) obtained average \( V_s \) of 810 m.s\(^{-1}\) for stabilized soil with 7% Portland cement. Wang et al. (2006) studied frozen soil samples and obtained higher \( V_s \) values than other authors (mean of 1120 m.s\(^{-1}\)). This behavior is expected due to increased water viscosity with decreasing temperature, which reduces the velocity of wave propagation (Bucur, 2006; IAEA, 2002).
The high variation in the values of $V_S$ and $V_P$ is due to the storage difference of the samples. In the packed specimens, the velocities were lower because of the higher moisture content. This effect was also observed by Sarro (2017) and Sarro et al. (2017) when comparing samples with different moisture content. In addition, the presence of water in the pores of the material may still result in a decrease in the ultrasonic wave amplitude (Bernat-Maso et al., 2017; Mansour et al., 2016; Markov et al., 2014).

When comparing the three moisture conditions of the unpacked specimens analyzed through Student’s t-test and ANOVA, conditions A2 and A3 are statistically equal ($p$-value = 0.00), the only condition that showed same statistically significant difference was A1 (Fig. 4). Although these specimens lost moisture to the environment during the same period (120 days), the variations in compaction moisture caused differences in the microstructure. The ultrasonic testing identified this microstructural difference, which is more significant when moisture is above the optimum (Andrianatrehina et al., 2018; Otálvaro et al., 2015; Romero, 2013).

Regarding the specimens that were packed, the velocities of the three moisture contents presented significant statistical difference (Fig. 5). This difference is caused by the higher water content, which differentiates the soil microstructure (Otálvaro et al., 2015). This behavior corroborates the assertion that moisture content is the factor that most influences velocity (Sarro et al., 2017; Teixeira et al., 2015).

The longitudinal moduli obtained by ultrasonic testing ($E_{us}$) (Fig. 6) on the exposed specimens was higher than on the packed specimens by 32%, which had a higher coefficient of variation ($CV = 15\%$; 32% and 7% for A1, A2 and A3, respectively) due to the greater water content. Moreover, for the unpacked specimens, the modules were considered statistically equal for the A2 and A3 condition, while for packed specimens the three moisture content conditions were statistically different.

The elastic moduli were higher in unpacked test bodies due to partial loss of moisture, causing the suction effect. According to literature, the modulus of elasticity in clay soils is influenced directly by the degree of saturation and suction, being this parameter higher in soils with lower moisture content (Adem & Vanapalli, 2015; Vanapalli & Adem, 2014).

Furthermore, the velocity is influenced directly by the moisture content, as verified in other researches (Bui et al., 2014a; Cardoso et al., 2017; Champiré et al., 2016; Chen et
al., 2017; Dongqing et al., 2016; Sarro et al., 2017), being higher in specimens with lower moisture content. Therefore, since the $E_{us}$ is calculated from the velocity, the value of the modulus being higher for these specimens was expected.

We compared our results for the modulus with results from the literature to highlight the importance of this study (Table 2).

The elastic modulus obtained by ultrasonic testing for unpacked specimens (Fig. 6b) presented similar values to those obtained by Wang et al. (2006) and Christ & Park (2009), being 2.75 and 2.5 GPa, respectively. However, these authors used frozen materials in their research. Other authors found in the literature cannot be compared with this research because they studied a different type of soil (sandy).

The values obtained by Bui et al. (2014a) were lower than those obtained by other authors for the modulus of elasticity, the behavior was similar to that of the present study, where the modulus was higher for unpacked (dry) samples than for packed (wet) samples.

### 3.3 Mechanical characterization

Unpacked specimens presented greater compressive strength ($F_c$) when compared with packed specimens (Fig. 7). A possible explanation for this is that soils with higher saturation have lower resistance (Caputo, 1988; Pinto, 2006). Teixeira et al. (2015) and Banda (2009) also observed this behavior, their research having been performed on sandy and clayey soil, respectively. Ferreira & Freire (2005) used silty soil and obtained a compressive strength of 2.60 MPa.

The static elastic modulus ($E_{st}$) (Fig. 8) presented the same behavior as those obtained by ultrasonic testing (Fig. 6a), i.e., the values of unpacked specimens were ap-

### Table 2 - Summary of elastic modulus values obtained by other authors.

<table>
<thead>
<tr>
<th>Author</th>
<th>Material</th>
<th>Elastic Modulus (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nondestructive testing ($E_{us}$)</td>
<td></td>
</tr>
<tr>
<td>Ferreira et al. (2013)</td>
<td>Sandy</td>
<td>1.66</td>
</tr>
<tr>
<td>Hoffmann &amp; Gonçalves (2010)</td>
<td>Sandy</td>
<td>1.14</td>
</tr>
<tr>
<td>Christ &amp; Park (2009)</td>
<td>Silty</td>
<td>2.50</td>
</tr>
<tr>
<td>Milani (2008)</td>
<td>Sandy (soil-cement)</td>
<td>5.70</td>
</tr>
<tr>
<td>Wang et al. (2006)</td>
<td>Clayey</td>
<td>2.75</td>
</tr>
<tr>
<td></td>
<td>Destructive testing ($E_{st}$)</td>
<td></td>
</tr>
<tr>
<td>Champiré et al. (2016)</td>
<td>Sandy</td>
<td>1.20-2.80</td>
</tr>
<tr>
<td>Lombillo et al. (2014)</td>
<td>Sandy</td>
<td>0.36</td>
</tr>
<tr>
<td>Bui et al. (2014a)</td>
<td>Sandy</td>
<td>0.58-0.18&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.95-0.39&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td>Miccoli et al. (2014)</td>
<td>Sandy</td>
<td>2.20</td>
</tr>
</tbody>
</table>

<sup>1</sup>For 2% and 11%, respectively, of sand-silt soil.

<sup>2</sup>For 3% and 8% moisture, respectively, of a silt-clay soil.
proximately 55% greater than those exposed. However, $E_{st}$ (Fig. 6a) and $E_{st}$ (Fig. 8) showed similarities, with values between 1.25 and 2.50 GPa.

Miccoli et al. (2014) determined the static modulus of mini-walls of compacted soil blocks and obtained $E_{st} = 2.2$ GPa. Although we used a different soil from that research (sandy), the values are within the same range. Champiré et al. (2016) studied specimens molded with three types of sandy soil and obtained values between 1.2 and 2.8 GPa.

We must emphasize that the values found in the literature are very different from those mentioned above, which is due to the plastic behavior of the soil and the conditions of the test. Although the results of Bui et al. (2014a) are not consistent with our results, the behavior observed by the author was the same, the modules being greater for dry specimens when compared with moist specimens.

Therefore, the need for research in this area is evident, considering the scarcity of elastic modulus values for both destructive and nondestructive tests.

3.4. Statistical analysis

The correlation coefficients ($R$) between compressive strength ($F_{c}$) and static elastic modulus ($E_{st}$) were high for both storage conditions, with $R$ equal to 0.97 and 0.99 for the unpacked and packed condition, respectively (Table 3).

In this case, the static modulus of the unpacked condition is directly proportional to the increase in resistance. For the packed condition, it is inversely proportional.

The same occurs when the static and ultrasonic modules are correlated, with $R$ equal to 0.98 for both storage conditions, being directly proportional for the unpacked specimens and inversely proportional for the packed specimens. This behavior is consistent since the modulus, as well as velocity, tends to be smaller the greater the moisture content.

4. Conclusion

The ultrasonic testing allows to infer resistance and elasticity properties of compacted soil, considering the high correlations obtained between these parameters. Nevertheless, to validate the use of the technique in determining the elastic constants as a whole, including the shear modulus and Poisson’s ratio, it is necessary to obtain these parameters with triaxial tests, verifying the correlation between them.

Further study is required on the influence of moisture in the ultrasound test, since this factor directly influences the mechanical behavior of the material when compacted. Even so, the test allowed us to detect differences in moisture in specimens, indicating the potential of the technique in compaction control.

### Table 3 - Correlations obtained between the static modulus, dynamic modulus, and compressive strength.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$R$</th>
<th>$R^2$</th>
<th>Equation</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unpacked</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_{c} - E_{st}$</td>
<td>0.97</td>
<td>0.95</td>
<td>$E_{st} = 0.0033 F_{c} - 4.679$</td>
<td>0.005</td>
</tr>
<tr>
<td>$E_{st} - E_{us}$</td>
<td>0.98</td>
<td>0.96</td>
<td>$E_{us} = 2.6296 E_{st} - 3.6484$</td>
<td>0.003</td>
</tr>
<tr>
<td>Packed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_{c} - E_{st}$</td>
<td>0.99</td>
<td>0.98</td>
<td>$E_{st} = -0.0023 F_{c} + 5.6647$</td>
<td>0.000</td>
</tr>
<tr>
<td>$E_{st} - E_{us}$</td>
<td>0.98</td>
<td>0.96</td>
<td>$E_{us} = -2.0462 E_{st} + 4.1091$</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Figure 8 - Static Moduli for the unpacked (A) and unpacked (B) specimens.
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Soil Elastic Modulus Determined by Ultrasound Tests


Geotechnical Behavior and Soil-Fiber Interaction of Clayey Soil Mixed with Randomly Dispersed Coconut Fibers


Abstract. This study aims to experimentally analyze the influence of the addition of different amounts of short coconut fibers on the geotechnical properties of tropical clay soil. Samples with 0, 0.5, 1, and 2 wt% of fiber in regard to the dry weight of soil were analyzed. Compaction, direct shear, compressibility, hydraulic conductivity, scanning electron microscopy (SEM), and energy dispersive spectroscopy (EDS) tests were performed on samples. The best results for the direct shear test were presented by the sample with 1 wt% of fiber. For the compressibility, the results improved proportionally to the added content of coconut fiber. Samples with less than 1 wt% did not show any significant changes in the hydraulic conductivity test; the hydraulic conductivity remained of the order of magnitude of $10^{-7}$ cm/s. The SEM and EDS analyses revealed the existence of bonds between the particles of clay and coconut fibers surface. The geotechnical behavior of the mixes with 0.5 and 1 wt% was improved because of this bond between the matrix and reinforcement phase.

Keywords: clayey soil-coconut fiber bond, compressibility, hydraulic conductivity, reinforced soil, shear strength.

1. Introduction

Clay soils have many applications in geotechnical engineering projects, most of them concerning their low hydraulic conductivity coefficient. For instance, they are vastly used for building contaminant barriers and landfill layers. Furthermore, for these types of practical applications, besides the hydraulic conductivity, the material should also present proper mechanical properties and low compressibility. These aspects are important and should not be neglected because the material is subjected to certain loads that may break it apart. Moreover, highly compressible materials can deform exaggeratedly, which may compromise the integrity of a compacted layer.

Gathering materials that combine all these crucial characteristics is the biggest challenge because of certain limitations, such as the lifespan of deposits or distance between deposits and application sites. Therefore, it is necessary to resort to different alternatives, such as the development of new materials that are both sustainable and possess similar or even better characteristics than conventional materials.

Geotechnical materials can be developed by reinforcing soil with short and randomly spread fibrous materials (Kumar & Sharma, 2018). This technique has proven its efficiency, especially with regard to the mechanical behavior of the resulting material. Many studies reported that the inclusion of fibers in a soil matrix, primarily with fine grains, raises the shear resistance of the material (Donato et al., 2004; Babu & Vasudevan, 2008; Maliakal & Thiyyakandi, 2013; Mohamed, 2013). However, better understanding of how this technique can affect other geotechnical properties of the soil-fiber compound is required.

The performance of a soil-fiber mixture depends not only on the individual properties of the constituents, but also on the compatibility between the fibers and soil. The interface between reinforcement and matrix constitutes the contact area of the elements in the blend and is essential for the transmission of mechanical tensions from the matrix to the reinforcement (Tang et al., 2010). Therefore, the bond between fibers and soil is indispensable for improving the properties of the composite. According to Donato et al. (2004), clay soil matrices have reasonable bonding to fiber surfaces because of the format, size, and load distribution of the clay minerals. Rosário et al. (2011) found that vegetal fibers present predominantly polar surface energy, making them suitable for reinforcing matrices with polar electrostatic nature.

In Brazil, fibrous residues coming from green coconut (Cocos nucifera) are in the spotlight because of the great production and volume of discarded material. Approximately 85% of coconut weight, which is averagely 1.5 kg, is contained in its shell (Corradini et al., 2009), which is constituted of a voluminous fibrous material with low degradation rate. Generally, these residues are inadequately discarded, causing environmental pollution, reducing the lifespan of landfills, and hosting microorganisms, which can transmit diseases. Actually, the recovery of waste to raise the useful life of landfills and to reduce negative environmental impacts is one of the main issues that...
several researchers have been trying to solve. Therefore, using the discarded coconut shells as reinforcement for soils can contribute to minimize some of these issues.

This study aims to experimentally analyze the best proportion of compacted clay soil and coconut fiber mixtures for applying it as a geotechnical material. Therefore, it is necessary to understand the effects of addition of different contents of randomly spread short coconut fibers in clay soil on the compaction, shear strength, and compressibility in different flooding conditions, as well as on the hydraulic conductivity. In addition, the elemental composition and structure of the interface formed between soil and fiber at the microscopic scale were investigated.

2. Materials and Experimental Program

2.1. Materials

The soil used was brought from the deposit of Barreiras, located in the Metropolitan Region of Recife (MRR), Pernambuco, Brazil. The soil was dried in the air and then disintegrated in the laboratory. The physical properties of the soil are listed in Table 1, and its chemical composition is presented in Table 2. All the data were obtained experimentally in laboratory.

Coconut fibers were acquired already processed by a productive community in Brazil. Currently, the technology used to benefit the residues of coconut bark and to obtain coconut fibers involves using machinery. The technological process is performed in the following steps. First, the equipment crushes whole barks or cuts through a roll of fixed knives that crush the mesocarp. Second, the crushed material is conveyed to a horizontal rotary press, which removes excess moisture from the material; at the end of this step, disaggregated fiber with liquid extract of the bark of the green coconut are obtained. Finally, the pressed material is classified; namely, long fibers are separated from short fibers and powder in a sorting apparatus, which uses fixed helical hammers and a perforated sheet. In this study, short fibers were used, because they do not have as much applicability as long fibers.

Chemical composition and some physical and mechanical properties of the fibers are presented in Table 3. All the data were obtained experimentally in the laboratory using the methods described by Satyanarayana et al. (2007).

2.2. Sample preparation

Compounds with 0, 0.5, 1.0, and 2.0 wt% of coconut fiber in relation to the dry weight of clay soil were studied. These values were chosen in accordance with the experiments documented in academic papers related to reinforcing soils with fibers (Prabakar and Sridhar, 2002; Mohamed, 2013); another reason was evaluation of the effect of doubled percentages of coconut fiber mass in the mixtures.

Table 1 - Clayey soil physical properties.

<table>
<thead>
<tr>
<th>Soil properties</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle density (g/cm³)</td>
<td>2.618</td>
</tr>
<tr>
<td>Liquid limit (%)</td>
<td>49</td>
</tr>
<tr>
<td>Plastic limit (%)</td>
<td>31</td>
</tr>
<tr>
<td>Plasticity index (%)</td>
<td>18</td>
</tr>
<tr>
<td>USCS classification</td>
<td>CL</td>
</tr>
<tr>
<td>Boulder (%)</td>
<td>1</td>
</tr>
<tr>
<td>Sand (%)</td>
<td>37</td>
</tr>
<tr>
<td>Silt (%)</td>
<td>22</td>
</tr>
<tr>
<td>Clay (%)</td>
<td>40</td>
</tr>
<tr>
<td>Activity index</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Table 2 - Clayey soil chemical composition.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>5.7</td>
</tr>
<tr>
<td>Ca (cmol/dm³)</td>
<td>0.7</td>
</tr>
<tr>
<td>Mg (cmol/dm³)</td>
<td>0.4</td>
</tr>
<tr>
<td>Al (cmol/dm³)</td>
<td>0.9</td>
</tr>
<tr>
<td>K (cmol/dm³)</td>
<td>0.2</td>
</tr>
<tr>
<td>Na (cmol/dm³)</td>
<td>0.5</td>
</tr>
<tr>
<td>P (cmol/dm³)</td>
<td>0.01</td>
</tr>
<tr>
<td>C.O. (g/kg)</td>
<td>2.62</td>
</tr>
<tr>
<td>M.O. (g/kg)</td>
<td>4.09</td>
</tr>
<tr>
<td>N (g/kg)</td>
<td>0.2</td>
</tr>
<tr>
<td>Relation C/N</td>
<td>13.1</td>
</tr>
<tr>
<td>Fe (g/kg)</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table 3 - Physical and mechanical properties and chemical compounds of the coconut fibers.

<table>
<thead>
<tr>
<th>Properties/compounds</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (g/cm³)</td>
<td>1.27</td>
</tr>
<tr>
<td>Average diameter (µm)</td>
<td>250</td>
</tr>
<tr>
<td>Average length (mm)</td>
<td>22</td>
</tr>
<tr>
<td>Tensile strength (MPa)</td>
<td>110</td>
</tr>
<tr>
<td>Young’s modulus (MPa)</td>
<td>2550</td>
</tr>
<tr>
<td>Chemicals</td>
<td></td>
</tr>
<tr>
<td>α - Cellulose (%)</td>
<td>42.51</td>
</tr>
<tr>
<td>Hemicellulose (%)</td>
<td>15.36</td>
</tr>
<tr>
<td>Lignin (%)</td>
<td>41.02</td>
</tr>
<tr>
<td>Ashes (%)</td>
<td>2.65</td>
</tr>
<tr>
<td>Extracts (%)</td>
<td>3.32</td>
</tr>
</tbody>
</table>
The mixtures were prepared on a metallic tray, where the fibers were randomly added in small portions to the soil. Then, the mixtures were revolved using a spatula for homogenizing the material. These processes were repeated until all the fiber content was incorporated into the matrix. After that, cylindrical samples with a diameter of 10 cm and height of 12.7 cm were molded with respect to the compaction in their respective dry densities and optimum moisture content, corresponding to the values obtained in the Proctor Compaction Test, which uses the Proctor Compaction Energy, as stated by the NBR 7182 Standard (ABNT, 1988).

2.3. Experimental program

2.3.1. Shear strength test

The shear strength parameters for different composites were obtained through the direct shear test following the ASTM D3080 standard (ASTM, 2004). The samples were molded from the compacted specimens in the dry unit weight and optimum moisture content corresponding to each mixture. The tests were performed using vertical normal stresses of 50, 100, and 200 kPa. The horizontal displacement rate used in the test was 0.483 mm/min. When the stress-horizontal displacement curve did not show well-defined peak values, the shear stress peak or maximum value was adopted as the rupture point, which makes possible to obtain the shear strength, cohesion (c), and friction angle (φ) parameters.

The tests were conducted under non-flooded and flooded conditions. In the non-flooded condition, the samples were sheared immediately after molding. In the flooded condition, the samples were inserted into the test equipment, and water was added until the box holder was completely filled; then, the setup was left for 24 h, before the flooded test was carried.

2.3.2. Compressibility test

The compressibility parameters for different mixtures were obtained using a fixed ring-type oedometer cell with drainage at the top and bottom of a sample, as the NBR 12007 standard procedures suggest (ABNT, 1990). The samples were molded from the compacted specimens using metal rings with area of 40 cm² and height of 2 cm. The test was performed using one-dimensional compression press.

The test was performed under non-flooded and flooded conditions. For the flooded condition, water was injected into the samples at the base of the cell immediately after applying a 10-kPa load. Samples were loaded in stages of 10, 20, 40, 80, 160, 320, 640, and 1280 kPa, and the loads were held for 24 h in both scenarios. After applying the loads, the height variation of the samples was measured with strain gauges with a sensitivity of 0.01 mm at 6 s, 15 s, 30 s, 1 min, 2 min, 4 min, 8 min, 15 min, 30 min, 1 h, 2 h, 4 h, 8 h, and 24 h. After the maximum load was reached, it was discharged in stages of 640, 160, 40, and 10 kPa. Then, the curves of the logarithm of the applied stress vs. void ratio were plotted, and the compressibility parameters were obtained using these plots.

2.3.3. Hydraulic conductivity test

The hydraulic conductivity tests were performed for different mixtures according to the procedures established in ASTM D5084-10 (ASTM, 2010). The hydraulic conductivity was measured using a flexible wall permeameter on samples with dimensions of 12.5 cm in height and 10.0 cm in diameter. The samples were compacted with the optimum moisture content and dry unit weight corresponding to each mixture. A hydraulic gradient of 100 kPa was used to generate water percolation in the samples; then, the flow measurements were taken. Systems composed of porous stone and filter paper were used at the top and bottom of the samples to prevent loss of sample particles during water percolation. At the end of the tests, the samples were exhumed for analysis of their internal integrity. The tests were repeated until three values were obtained with ± 10% difference from each other (minimum of three and maximum of five replicates for each sample). The coefficient of saturated hydraulic conductivity of the samples was defined as the average of flow measurements.

2.3.4. Soil-fiber interface analysis

Scanning electron microscopy (SEM) analysis was performed on the surfaces of the fibers present on the shear rupture plane of the samples with different coconut fiber contents. This analysis was carried out to evaluate the microstructural interaction between the matrix and reinforcement and to understand the influence of the interface between the different phases of the blend on the geotechnical performance of the reinforced soil.

The used samples were subjected to metallization vacuum of 10⁻⁵ bar in the Department of Fundamental Chemistry of the Federal University of Pernambuco; then, they were analyzed with a scanning electron microscope belonging to the Laboratory of the Mechanical Engineering Department of the same institution. In addition to microscopic analysis, elemental microanalysis of the soil-fiber contact zone of the samples was performed on the same equipment using the X-ray energy dispersion spectroscopy (EDS) technique. This analysis aimed to characterize the interfacial chemical composition of different mixtures.

3. Results and Discussion

3.1. Compaction characteristics

The compaction curves of pure soil and mixtures are shown in Fig. 1. It should be noted that the addition of fibers reduced the dry unit weight and increased the optimum moisture content. It suggests that the increase of the fiber content resulted in blends with larger porosity.
The compaction parameters, maximum dry unit weight, and optimum moisture content for pure soil and different mixtures are presented in Table 4. The optimum moisture content of natural soil was 19.2%. However, the optimum moisture content of soil-fiber mixtures varied between 19.4% (mixture with 0.5 wt% of fiber) and 20.5% (mixture with 2 wt% of fiber), which is 0.2% and 1.3% more than the value of water content obtained for the natural soil, respectively. The maximum dry unit weight value for the natural soil was 16.80 kN/m$^3$. For the mixtures, the maximum dry unit weight varied between 16.60 kN/m$^3$ (mixture with 0.5 wt% of fiber) and 15.84 kN/m$^3$ (mixture with 2 wt% of fiber), which is 0.2 and 0.96 kN/m$^3$ less than the value obtained for the natural soil, respectively.

Prabakar & Sridhar (2002) observed similar reduction of the maximum dry unit weight and increase of the optimum moisture content with increasing fiber content in the mixture by evaluating the addition of up to 1 wt% of randomly distributed sisal short fibers in a clay soil classified as CL by USCS from Bhopal in India. Mohamed (2013) also verified the reduction of maximum dry unit weight with the increase of the fiber content by evaluating the random inclusion of up to 1.5 wt% of hay fibers in clay soil, which agrees with the results obtained in this work. Meanwhile, reduction of the optimum moisture content of the mixtures with up to 1 wt% of fiber and increase of the optimal moisture content of the mixtures with up to 1.5 wt% of fiber were observed.

### 3.2. Shear strength

The shear stress-horizontal displacement curves obtained for natural and reinforced soils with different fiber contents (0.5, 1, and 2 wt%) in non-flooded and flooded conditions at normal stresses of 50, 100, and 200 kPa are shown in Figs. 2, 3, and 4, respectively.

The inclusion of coconut fibers in clay soil in both flood conditions increased the peak strength at all the adopted normal stress levels. The increase in peak strength was more pronounced for mixtures with 0.5 and 1 wt% of the fiber content. Furthermore, it is noted that for the higher levels of normal stress (Figs. 3 and 4), the peak strength

**Table 4** - Compaction parameters of natural soil and soil-fiber mixtures.

<table>
<thead>
<tr>
<th>Fiber content (%)</th>
<th>Optimum moisture content (%)</th>
<th>Maximum dry unit weight (kN/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>19.2</td>
<td>16.80</td>
</tr>
<tr>
<td>0.5</td>
<td>19.4</td>
<td>16.60</td>
</tr>
<tr>
<td>1</td>
<td>19.6</td>
<td>16.43</td>
</tr>
<tr>
<td>2</td>
<td>20.5</td>
<td>15.84</td>
</tr>
</tbody>
</table>

**Figure 2** - Shear stress-horizontal displacement curves of natural soil and soil-fiber mixtures for normal stress of 50 kPa in non-flooded (a) and flooded (b) conditions.
gains were more evident. It was also found that with the addition of fiber and increase of the applied normal stress, there was a reduction of the post-peak strength drop. This effect was also more pronounced in the mixtures with 0.5 and 1 wt% of reinforcement. The rise of the peak strength and the decline of the post-peak drop in fiber-reinforced soils were also observed in other matrices reinforced with different types of fiber (Consoli et al., 2007; Maliakal & Thyyakkandi, 2013; Mohamed, 2013; Onyejekwe & Ghatora, 2014; Tang et al., 2016).

Natural soil is fragile at the breakpoint for low levels of normal stress (Fig. 2). However, this behavior is reduced as the normal stress levels increase (Figs. 3 and 4). The reinforced mixtures with different levels of coconut fibers showed less fragile rupture behavior, which agrees with the results obtained by Tang et al. (2016). It occurred because the inclusion of fibers increased the ductility and toughness of the material, especially for the 0.5 and 1 wt% contents; in these cases, the area below the shear stress vs. horizontal deformation curve is higher compared with the material with 2 wt% of fiber. In addition, there is a certain similarity between the shear stress-horizontal displacement curves of natural soil and different mixtures at levels up to 1 mm of horizontal deformation in all flood conditions and levels of normal stress adopted in the test. This suggests that regardless of the flood condition, certain deformation of the matrix is required for the fiber reinforcement to take a noticeable effect. Presumably, from this point, the matrix-reinforcement assembly contributes simultaneously to the shear strength of the soil-fiber composite. As a result, the increase in shear strength observed in the curves of the mixtures occurs.
The obtained results enabled the analysis of how the addition of fibrous material influenced the shear strength parameters of the soil. Using the Mohr-Coulomb linear criterion the cohesion (c) and friction angle (φ) parameters of each sample were obtained, as shown in Table 5.

In general, it can be seen that in both test conditions, the inclusion of coconut fibers influenced more on the cohesion intercept than on the friction angle. The natural soil had the cohesion and friction angle of 60.4 kPa and 30.5° (non-flooded) and 25.9 kPa and 32.7° (flood condition), respectively. Among the mixtures, the 1-wt% content of coconut fibers provided the highest shear strength parameter values, namely, 81.2 kPa cohesion and 32.7° friction angle in the non-flooded condition and 41.3 kPa cohesion and 34.6° friction angle in the flooded condition. Thus, the 34.4% cohesion increase and 7.5% angle of friction increase were observed in the non-flooded condition, and 59.5% cohesion increase and 5.8% angle of friction increase were observed in the flooded condition compared with natural soil.

The blend with 0.5 wt% of coconut fibers presented intermediate values of the shear strength parameters with approximately 76.4 kPa cohesion and 31.3° friction angle for the non-flooded condition and 36.7 kPa cohesion and 32.9° friction angle for the flooded condition. Compared with natural soil, there were 26.5% increase in the cohesion and 2.6% increase in the angle of friction for the non-flooded condition, and 41.7% increase in the cohesion and 0.6% increase in the angle of friction for the flooded condition.

The mixture with 2 wt% of coconut fiber presented the lowest values of the shear strength parameters with approximately 71.3 kPa cohesion and 30.1° friction angle for the non-flooded condition and 29.3 kPa cohesion and 32.7° friction angle for the flooded condition. Compared with natural soil, there were 18.0% increase in the cohesion and 1.3% reduction in the angle of friction for the non-flooded condition and 13.1% increase in the cohesion and unchanged angle of friction for the flooded condition.

Therefore, the optimum ratio between clay soil and short coconut fibers was found to be 1 wt% of reinforcement material for the shear strength test. Presumably, the mixtures with up to 1 wt% of coconut fiber content can be used as a geotechnical material for construction systems that are usually made up of compacted clay soils, such as base layers and landfill covers. However, it is important to verify the variability of the shear strength parameters and mechanical performance over time, even though coconut fibers show low degradation rates.

Comparing these results with other studies that used fibers to reinforce matrices of compacted clay soils classified as CL by the Unified Soil Classification System, it was noticed that the coconut fiber reinforcement showed a higher proportion of optimal mixture. For example, Prabakar & Sridhar (2002) analyzed clay mixtures and sisal fibers and obtained better shear strength parameters using 0.75 wt% of fibrous material. The content of 1 wt% presented lower performance than the other contents analyzed by the authors. Coconut fibers have higher lignin content than sisal fibers (Satyanarayana et al., 2007); therefore, coconut fibers present greater flexibility. It is likely that because of this feature, coconut fibers accommodate more elements in the matrix without compromising matrix-reinforcement adhesion.

Tang et al. (2007) evaluated the mixtures of clay soil and polypropylene fibers and found that the best mechanical performance and shear strength parameters were obtained with 0.25-wt% fiber content. Vegetable fibers have higher porosity than synthetic fibers, which favors higher mechanical adhesion because of the penetration of the matrix into the pores of the fibers. In addition, unlike synthetic fibers, plant fibers are polar in nature, which favors adhesion by electrostatic attraction between the matrix and reinforcing elements. This may have contributed to higher optimum coconut fiber content than the analyzed clay matrix.

### Table 5 - Shear parameters of the natural soil and soil-fiber mixtures in the non-flooded and flooded conditions.

<table>
<thead>
<tr>
<th>Fiber content (%wt)</th>
<th>Non-flooded</th>
<th>Flooded</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>c (kPa)</td>
<td>φ (°)</td>
</tr>
<tr>
<td>0</td>
<td>60.4</td>
<td>30.5</td>
</tr>
<tr>
<td>0.5</td>
<td>76.4</td>
<td>31.3</td>
</tr>
<tr>
<td>1</td>
<td>81.2</td>
<td>32.7</td>
</tr>
<tr>
<td>2</td>
<td>71.3</td>
<td>30.1</td>
</tr>
</tbody>
</table>

### 3.3 Compressibility

The vertical stress vs. void ratio plots obtained for natural soil and mixtures with different fiber contents for the non-flooded and flooded conditions are shown in Fig. 5.

The addition of fiber in the clay soil matrix in both flood conditions increased the slope of the virgin compression line; the highest slope was observed for the mixture...
with 2-wt% content of fibrous material. This suggests that the addition of fibers increased the compressibility of the mixtures. A directly proportional relationship between fiber content and compressibility was observed; namely, the higher the fiber content was, the greater the slope of the virgin compression line became. Morandini & Schneider (2017) evaluated the influence of polypropylene fibers on matrices of lateritic soil and bentonite clay and observed similar behavior. These results may be related to the fact that the addition of fibers reduces the density of the material, which was verified by the compaction parameters, providing an increment in the initial void ratio of the soil and consequently increasing the compressibility of the composite.

The addition of fibers also increased the volumetric variation between the initial and final void ratios of the samples. The vertical tension vs. void ratio curves of the natural soil and mixture with 0.5 wt% of coconut fiber have similar shapes with more evident stiffness drop from the vertical tension of 300 and 200 kPa in the non-flooded condition (Fig. 5a). The curves of the mixtures with 1 and 2 wt% of coconut fiber exhibited different shapes from the others, with a stiffness drop more evident from 80 kPa tension (Fig. 5a). This suggests that the addition of fibers increases the virgin compression portion and reduces the vertical stress over the densification compared with natural soil. It is verifiable that the increase of the volumetric variation with the addition of fiber, when comparing the initial and final indicators of sample void ratio, was more significant in the flooded condition. The vertical stress vs. soil void ratio curves in the flooded condition show more evident stiffness drop from the 100 kPa point of vertical stress (Fig. 5b). In the cases of mixtures with 0.5, 1, and 2 wt% of coconut fiber, the stiffness drops are evident from the vertical tension of 20 kPa (Fig. 5b). This suggests that besides the addition of fiber, the flood condition also contributes to increasing the portion of virgin compression and reduction of the vertical tension over densification compared with natural soil.

The compression index (Cc) and decompression index (Cs) obtained through the curves of Fig. 6 are presented in Table 6. They were obtained by the relationship between the differences of the initial and final void ratios. The inclusion of coconut fibers increased the compression and decompression indices of the clay matrix; these gains were more significant for the decompression index in both flood conditions.

The compression index increased with the increase of the fiber content of the mixtures; it took the values of 0.182, 0.196, 0.228, and 0.241 for the coconut fiber contents of 0, 0.5, 1, and 2 wt%, respectively, for the non-flooded condition. In the flooded condition, the obtained values of Cc were 0.195, 0.218, 0.256, and 0.261 for the fiber contents of 0, 0.5, 1, and 2 wt%, respectively.

![Figure 5](image1.png) Consolidation curves of natural soil and soil-fiber mixtures in the non-flooded (a) and flooded (b) conditions.

![Figure 6](image2.png) $K_{\text{water}}$ vs. initial void ratio of natural soil and soil-fiber mixtures.

<table>
<thead>
<tr>
<th>Fiber content (%wt)</th>
<th>Non-flooded</th>
<th>Flooded</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cc</td>
<td>Cs</td>
</tr>
<tr>
<td>0</td>
<td>0.182</td>
<td>0.009</td>
</tr>
<tr>
<td>0.5</td>
<td>0.196</td>
<td>0.016</td>
</tr>
<tr>
<td>1</td>
<td>0.228</td>
<td>0.032</td>
</tr>
<tr>
<td>2</td>
<td>0.241</td>
<td>0.031</td>
</tr>
</tbody>
</table>
It was found that in the mixture with 0.5 wt% of coconut fibers the compression index increased by 8% and 12% for the non-flooded and flooded conditions, respectively. For the mixture with 1 wt% of coconut fibers, the compression index increased by approximately 25% in the non-flooded condition and 31% in the flooded condition. In the mixture with 2 wt% of coconut fibers, the observed gains in the compression index were 32% in the non-flooded condition and 34% in the flooded condition. Thus, depending on the applied stress level, ratio between the materials, and flooding condition, the addition of coconut fibers in the clay soil can provide approximately 30% more deformation by primary compression.

As for the decompression index, the values obtained in the non-flooded condition were 0.009 for the natural soil, 0.016 for the blend with 0.5 wt% of fiber, 0.032 for 1 wt% of fiber, and 0.030 for 2 wt% of fiber. In the flooded condition, these values were 0.029, 0.033, 0.039, and 0.035 for contents of 0, 0.5, 1, and 2 wt% of coconut fiber, respectively. This indicates that fibers increase the potential for soil expansion due to stress relief. In the non-flooded condition, the decompression index increased by approximately 78%, 256%, and 94% for the blends with 0.5, 1, and 2 wt% of coconut fibers, respectively, compared with natural soil. In the flooded condition, the decompression index increased by 14%, 34%, and 6% for the mixtures with 0.5, 1, and 2 wt% of coconut fibers, respectively. The content of 1 wt% of coconut fibers showed major influence on the potential for soil expansion due to tension relief, especially in the non-flooded condition. Therefore, for the compressibility, the optimal ratio between soil and randomly distributed short coconut fibers was not found. This open question may become a limitation of the application of these mixtures as geotechnical materials.

### 3.4. Hydraulic conductivity

The results of the saturated hydraulic conductivity tests of natural soil and mixtures with different levels of coconut fibers are presented in Table 7.

Natural soil had a coefficient of hydraulic conductivity of $1.01 \times 10^{-8}$ m/s, which is practically similar to that of the mixtures with 0.5 and 1 wt% of coconut fibers with approximately $1.20 \times 10^{-8}$ m/s (approximately 19% more than natural soil) and $1.43 \times 10^{-8}$ m/s (approximately 42% more than natural soil), respectively. Meanwhile, the mixture with 2 wt% of coconut fibers showed the coefficient of hydraulic conductivity of $2.87 \times 10^{-8}$ m/s (approximately 2742% more than natural soil), which is higher by an order of magnitude than the coefficient of hydraulic conductivity of the natural soil. These results agree with Miller & Rifai (2004), who evaluated mixtures of clay soil (classified as CL) and polypropylene fibers and observed changes of the order of magnitude of hydraulic conductivity of the mixture with 1 wt% of fiber content.

<table>
<thead>
<tr>
<th>Fiber content (%)</th>
<th>$e_0$</th>
<th>$K_{water}$ (m/s)</th>
<th>Variation from the natural soil (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.603</td>
<td>$1.01 \times 10^{1}$</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>0.653</td>
<td>$1.20 \times 10^{1}$</td>
<td>19</td>
</tr>
<tr>
<td>1</td>
<td>0.718</td>
<td>$1.43 \times 10^{1}$</td>
<td>42</td>
</tr>
<tr>
<td>2</td>
<td>0.814</td>
<td>$2.87 \times 10^{1}$</td>
<td>2742</td>
</tr>
</tbody>
</table>

It is believed that for the 2-wt% coconut fiber blend, the reason for the hydraulic conductivity increase is similar to that affecting the mechanical performance of this blend, namely, the loss of soil-fiber adhesion. The amount of fiber in this blend increases the fiber-fiber contacts, which creates macropores and increases the hydraulic conductivity. Figure 6 shows the behavior of hydraulic conductivity as a function of the initial void ratio of natural soil and soil-fiber mixtures. It is possible to observe that the hydraulic conductivity increases with the increase of the initial void ratio. This suggests that the structure of a material has significant influence on the hydraulic conductivity and may be responsible for the results obtained for the hydraulic conductivity of the soil-fiber mixtures.

A according to the hydraulic conductivity results, mixtures with up to 1 wt% of coconut fiber can be used as a geotechnical material of construction systems, considering that the coconut fiber in these proportions does not significantly influence the hydraulic conductivity compared with natural soil. According to USEPA (2007), the final landfill cover layer must have a hydraulic conductivity lower than the bottom layer or be less than $10^{-7}$ m/s. A according to this criterion, for example, even the 2-wt% fiber blend can be considered as a suitable material for cover layers of landfills. However, as previously reported, it is important to note that although coconut fibers possess low degradation rate, tests must be carried out to verify the behavior of hydraulic conductivity over time to verify its adequate application in mixtures as a geotechnical material.

### 3.5. Soil-fiber interface analysis

The micrographs made for the mixtures with different coconut fiber content are presented in Fig. 7. In general, no ruptured fibers were observed, indicating that the elements adequately supported the adopted stress levels. Such a behavior was also observed by Anagnostopoulos et al. (2013) when analyzing micrographs of clayey soil (CL) and polypropylene fiber mixtures.

Clay particles agglomerate around fibers, providing embedding in the matrix. This inlay is most evident in blends with 0.5 and 1 wt% of fiber (Figs 7a, 7b, and 7c). This behavior favors the transmission of mechanical stresses from the matrix to the fibers, resulting in the improve-
ment of the shear strength of the soil-fiber assembly. In addition, it leads to the formation of the structure, which provides lower compression indices and hydraulic conductivity compared with the 2-wt% mix. Although the distribution of coconut fibers was random, in Fig. 7d, it can be seen that there may be a tendency for agglomeration of fibers in the 2-wt% blend, causing reduced interaction between soil and fibers. It, in turn, increases the fiber-fiber contacts, which compromise matrix adhesion to the reinforcement. Moreover, it can possibly create fragile points with greater compressibility, which can generate a rough surface with many localized settlements in layers compacted with these proportions.

Through the images shown in Fig. 8, it was established that the clay particles remained adherent to the surface of the fibrous material after shearing the samples. It indicates that there is strong interfacial bonding owing to good compatibility between the matrix and reinforcement.

Some of the possible mechanisms for adhesion of the particles to the fiber surface are the mechanical adhesion and adhesion by electrostatic attraction between matrix and fiber. The mechanical adhesion occurs in the consolidation stage of the shear test. Because of the applied normal stress, local plastic deformations occur in the fiber creating cavities filled by the matrix, which provide an anchorage on the fiber surface (Tang et al., 2007, Tang et al., 2010). Moreover, during the compacting process of the blends, smaller particles are pressed to penetrate the pores of the fiber causing mechanical adhesion (Moraci & Gioffre, 2006; Agnostopoulos et al., 2013). The electrostatic attraction occurs because vegetal fibers usually possess polar surface energy. If the matrix has nonpolar nature, there will be little
electrostatic adhesion to the fiber surface. Conversely, if the composite matrix is polar, adhesion will occur because of the electrostatic attraction between the materials.

Clay soils are formed by various minerals, whose type and quantity influence the electrical nature of the material. Clay particles are constituted by thin lamellae that are generally negatively charged at the surface and positively at the edges, favoring the occurrence of electrostatic interactions (Macedo et al., 2008). In this sense, the charge distribution in the clay particles and polar surface energy of the fibers should favor the electrostatic adhesion between the clay soil matrix and the coconut fiber surface.

The elementary analysis performed in the soil-fiber interfacial zone for the mixtures with 0.5, 1, and 2 wt% of fiber is presented in Fig. 9. The mixtures with better soil-fiber adhesion (up to 1 wt% of fiber) showed similar contents of oxygen, carbon, aluminum, silicon, iron, nitrogen, and sulfur. The soil-fiber interface of the 0.5-wt% fiber blend had 37.9% oxygen, 18.8% carbon, 18.1% aluminum, 17.8% silicon, 4.2% iron, 1.8% nitrogen, and 1.3% sulfur (Fig. 9a). The soil-fiber interface of the 1-wt% fiber blend had 38.6% oxygen, 18.3% carbon, 18.9% aluminum, 17.7% silicon, 3.9% iron, 1.5% nitrogen, and 1.2% sulfur (Fig. 9b). Meanwhile, the mixture with 2 wt% of fiber in which the soil-fiber bond was reduced, had 32.9% oxygen, 49.7% carbon, 7.1% aluminum, 7.8% silicon, 1.6% iron, and 0.8% sulfur (Fig. 9c).

The clay minerals present in the soil are composed of hydrated Al, Fe, and Mg silicates with the crystalline structure in layers (Coelho et al., 2007). Furthermore, Macedo et al. (2008) found that red clay soils, such as the one used in the mixtures, usually show a predominance of SiO\(_2\), Al\(_2\)O\(_3\), and Fe\(_2\)O\(_3\). Therefore, the higher values of oxygen, aluminum, silicon, and iron observed in the compounds with 0.5 and 1 wt% of fibers are associated with the higher amounts of clay minerals present at the soil-fiber interface of these

**Figure 8** - Images of clay soil adherent to the surface of expanded fibers in 1000×.

**Figure 9** - Elemental analysis of the soil-fiber interface obtained by the EDS technique: a) mixture with 0.5 wt% of fiber; b) mixture with 1 wt% of fiber; and c) mixture with 2 wt% of fiber.
mixtures after the direct shear test of the samples. These results indicate that the clay particle content adhered in the interfacial zone with the coconut fiber was higher in the mixtures with up to 1 wt% of fiber, which confirms that the soil-fiber interaction in these mixtures is greater. Meanwhile, Corradini et al. (2009) reported that the cellulose chains of coconut fibers are polysaccharides formed of carbon, oxygen, and hydrogen. Therefore, the higher carbon content and lower oxygen, aluminum, silicon, and iron contents observed in the 2-wt% fiber blend are related to the higher vegetal tissue presence and lower presence of clay minerals in the soil-fiber interface of this mixture. This result indicates that in the 2-wt% fiber mixture, the amount of clay particles attached to the coconut fiber in the interfacial zone was lower because of the higher amount of fibers; it confirms that for this fiber content fiber-fiber contacts prevail, which compromises the matrix-reinforcement bond of the composite.

4. Conclusions

Based on the results obtained in this research, it can be concluded that the addition of different quantities of short coconut fibers randomly distributed in a clay soil matrix has significant influence on the compaction, shear strength, compressibility, and hydraulic conductivity. In particular, the following conclusions can be drawn:

1. The compaction test revealed that the optimum moisture content increases and the maximum dry unit weight reduces with the increase of the added fiber content;
2. The shear strength of the blends improved with content of up to 1 wt% of coconut fibers. In this range of content, there is a rise in the peak strength, reduction in the post-peak strength drop, and increment in the cohesion and friction angle parameters, regardless of the test flood condition;
3. The compressibility of the mixtures increased directly proportional to the coconut fiber content. The addition of coconut fiber has negatively affected the compressibility and therefore the addition of coconut fiber is not indicated as a geotechnical material. The main effects observed in the addition of coconut fibers to the soil were the increases of the compressibility curves slope, primary compression portion, and compression and decompression indices in both flood conditions;
4. Mixtures with less than 1 wt% of fiber did not show significant changes in hydraulic conductivity, which remained of the same order of magnitude of natural soil of $10^{-7}$ cm/s. However, for the mixtures with greater fiber content, the hydraulic conductivity sharply increased by approximately one order of magnitude.
5. SEM images indicate that clay particles adhere to the surface of coconut fibers, explaining the behavior observed in the geotechnical properties of the studied mixtures. The main effects of coconut fiber addition at a microscopic scale were the loss of adhesion verified in the 2-wt% blend due to the tendency of localized fiber agglomeration.
6. EDS performed at the interfacial zone of the mixtures with 0.5 and 1 wt% of fiber suggested that there was a greater amount of aluminum and iron oxides from the clay minerals in the soil-fiber contact, confirming that there is greater matrix-reinforcement interaction for these mixing ratios. The analysis performed in the 2-wt% fiber blend indicated a reduction in the supply of clay minerals and greater amount of vegetal tissue, indicating the predominance of fiber contacts, which confirms the weakened matrix-reinforcement adhesion observed in this proportion.
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Geological-Geotechnical Characterization of Slopes Belonging to the Serra do Mar Paranaense, Brazil

A. A. M. González, L. B. Passini, R. B. Boszczowski, A. C. M. Kormann, A. P. Fiori

Abstract. An extensive campaign of field and laboratory tests were performed on samples of residual soils and colluviums present in the morphocultural sub-unit comprising Serra do Mar Paranaense located in Southern Brazil. The geotechnical investigations included the physical characterization, in situ hydraulic conductivity and the mechanical behavior of the soils, by means of conventional direct shear tests, smooth interface direct shear tests, and CIU triaxial tests. The results showed that both the superficial colluvium and residual soils found along this stretch have similar granulometry, generally classified as silty sand soils, with in situ hydraulic conductivity of around 10^{-4} cm/s. Grain size curves show less dispersion in the case of residual soils compared with colluvial soils. The residual and colluvial soils had average peak and residual friction angles of 32° and 26°, respectively, with variations and differences attributed to the complex variety of the lithotype present in the region. Regarding cohesive intercept, a greater disparity was found in the results; however, these results corresponded to the literature. These results are relevant because they provide a framework to evaluate the stability of road slopes, together with other pertinent information, such as slope declivities and layers, water table, suction parameters and rain scenarios, both in specific cases within or close to the region, and in areas of similar geological material.

Keywords: colluvial soils, residual soils, Serra do Mar, shear strength, smooth interface, soil strength parameters.

1. Introduction

Serra do Mar is a mountain range encompassing approximately 1,500 km of the East/South coast of Brazil, going from the state of Rio de Janeiro to the North of the state of Santa Catarina (Cerri et al., 2018; Vieira et al., 2018). The range is classified into three large geomorphological compartments: Plains Compartment, Mangrove Compartment and Mountain Ranges and Hills Compartment, characterized by a diversity of lithological types, including granites, schists, gneisses and migmatites (Massad, 2010).

According to Listo & Vieira (2015) and Vieira et al. (2018), the Mountain Ranges and Hills compartment of the Serra do Mar is one of the main geomorphological compartments frequently affected by mass movements of the shallow landslide type. Among the events that have occurred over time, the following have been significant: Caraguatatuba in 1967, Cubatão in 1985, Ilhota, Gaspar and Luís Alves (state of Santa Catarina) in 2008, Angra dos Reis in 2010 and in the mountain regions of Rio de Janeiro and Paraná in 2011. Listo & Vieira (2015) state that Serra do Mar is one of the most important reliefs of Brazil, both in geomorphologic terms when described as a function of its genesis and evolution, and by its strategic importance, in connecting the largest import and export harbors of the South and Southeast regions, as the port of Santos, the busiest in South America (Vieira et al., 2018). As such, it has a dense network of communication and important service routes supporting economic development, for example: roads, railways, water pipelines, gas pipelines, transmission lines, urban installations and energy industries (Cerri et al., 2018). Thus, a varied research has been and is being performed in this region, from which several questions have arisen, for example, if the results from the models will be more efficient with the use of geotechnical values collected in situ (Listo & Vieira, 2015).

The occurrence of different soil types throughout the study area and the need to obtain a better understanding of the geological-geotechnical behavior of the region, reflect the importance of the experimental study of the predominant materials. Based in this context and in the absence of geotechnical information about those materials, this paper presents the geological-geotechnical characterization of a stretch of Serra do Mar, based on results obtained from samples from the superficial colluvial and residual soils of migmatite and granite found in the region. Characterization
tests for determination of physical parameters of soils is the primary and fundamental stage for several analyses, such as determining the prediction of both mechanical and hydraulic behavior in engineering, mining and environmental processes, as well as susceptibility analyses for the determination of areas at risk of mass movements.

Some studies have described the geological and geo-technical characteristics of the soils found along the Serra do Mar in order to obtain parameters as internal friction angle, cohesive intercept, granulometric distribution, hydraulic conductivity and structural features (Mendes et al., 2006; Furlan et al., 2011; Mendes et al., 2015; Sestrem et al., 2015; Advincola, 2016; González et al., 2017; González, 2017; Cerri et al., 2018; Vieira et al., 2018; Trevizolli, 2018) looking to increase the knowledge about the region.

Other studies and researches focused on contributing to the understanding of the surface and subsurface dynamics of water at the Serra do Mar (Mendes et al., 2006; Soares et al., 2012; Mendes et al., 2015; Oliveira et al., 2016; Trevizolli, 2018, Picanço et al., 2019).

The sub superficial layer of the natural slopes from Serra do Mar is unsaturated. After the dry season, infiltration capacity is high and rainfall events can cause significant effects on the distribution of soil matric suction (Bicalho et al., 2015). During the rainy season, the infiltration of rainfall into the ground develops positive pore pressures by raising the water table and reducing suction levels. Consequently, the soil shear strength decreases, caused by the increase of natural moisture content and unit weight in a global stability analysis for shallow slides, like thin layer sliding (Obrigão & Sayão, 2004), being one of the causes that explain the occurrence of slope instability at Serra do Mar (Victorino, 2015; Sestrem et al., 2015; González et al., 2017).

The series of tests presented in this paper is part of a research with the main objective of compiling geotechnical data, in order to allow a later evaluation of the stability of road slopes along the stretch of BR-376/PR in the Serra do Mar Paranaense, through the identification of the common type of mass movement and the elaboration of susceptibility and safety factor (FS) maps.

2. Geological Background

Lithotypes present in the area of interest include characteristic rocks of the Atlantic Orogenic Belt (Gneiss-Migmatitic Complex), areas of colluvium and talus deposits (MINEROPAR, 2005). Among the lithotypes of the Gneiss-Migmatitic Complex, defined by Siga Jr. et al. (1995) as the A tuba Complex, are associations of stromatic migmatite with biotite-hornblende-gneiss paleosome, mica-quartz-schist, ultrabasite, metabasite and amphibolite; ophthalmic migmatites with biotite-gneiss paleosome, biotite-hornblende-gneiss and hornblende-gneiss with local quartzites; biotite-gneisses; ocelar gneisses, interdigitated with stromatic migmatites with the occurrence of banded and leucocratic gneisses and feldspathic schist; undifferentiated migmatites with amphibolites and quartz-feldspathic veins associated with migmatites “dent de cheval”, local pegmatite and aplo-granites; norites, enderbites, charno-enderbites, gneisses, meta-quartz-diorites, metadiorites, metagabros, including serpentinites and steatites; foliated granite suite, undifferentiated metasomatic granites or anatexia.

MINEROPAR (2002) defines the Complex as a set of stromatic migmatites, granite gneisses, granite gneisses and pebbles, meta-ultrabasic rocks, metabasites, amphibolites and quartzites. There are frequent intercalations of amphibolite bodies, sometimes with garnetiferous or magnesium schists, from centimetric lenses to metric bodies. Features related to the second phase of migmatization are common, with pink mobilizes (K-feldspate), either consistent or not with the gneiss banding. The association of norites, enderbites, charno-enderbites, and others corresponds more properly to a granulite complex. Two calcium-alkaline trends were identified inside this set: one tonalite (norito enderbitic) and the other norite-jotunite-opdalite-charnockitic. In metamorphic terms, a recrystallization event in the order of 800 °C within the granite facies was identified in this sector of the Complex. The granite foliate, anatectic and metasomatic is inserted in the Gneiss-Migmatitic Complex due to the close relation with the embedded migmatites, in contrast to the granitoid rocks of the Granitic-Gneiss Complex, which is considered intrusive.

In the area of interest, there are also some granitic bodies, defined in the literature as belonging to the Acali Granites Suite of Upper Proterozoic - Paleozoic age, with different dimensions, ranging from small stocks to batholiths. It is locally named “Granito de M orro Redondo”, a regional toponym these massifs are characterized by alkaline nature, equigranular texture and isotropy, in contrast to the pronounced foliation of gneisses and imbedded migmatites, where contact is normally made through fault zones (MINEROPAR, 2002).

Regarding the colluvium areas of the quaternary age, Angulo (2004) described them as sediments associated with the Serra do Mar slopes, in which no evidence of transport by low viscosity flows was observed. It is described by the author as predominantly fine sediments, with variable proportions of sand and pebbles, usually without structures. Pebbles may be dispersed in the matrix or concentrated in levels or lines (stonelines), with the frequent occurrence of more than one superimposed colluvium with different texture or color characteristics. According to Angulo (2004), colluviums seem to have been originated by slow mass movement processes, involving weathering processes, however, the lines of pebbles and buried soils attest to the complexity of their evolution.

In the description of these sediments and deposits of quaternary age, Angulo (2004) refers to the deposits of talus as sediment accumulations that frequently occur in the
foothills of the steep slopes and whose deposition surfaces create ramps of strong inclination. These ramps are predominantly characterized by debris fall process with no evidence of fluvial processes. In some cases, the ramps described had ravines, with parallel and non-radial patterns, such as in fans. The distribution of the lithotypes is presented in Fig. 1.

The relief, with stronglycorrugated morphology in this environment, favors the occurrence of residual soils in the upper third portion of the slopes, conditioned by the incipient pedogenesis development associated to the action of the surface runoff. Thus, these soils have characteristics linked with the original material, represented by variable granite lithotypes, migmatites and gneisses (Furlan et al., 2011; Cerri et al., 2018). The colluvial soils, on the other hand, may be found in the lower two-thirds of the slopes, where they gain depositions from upwind and upstream erosive processes.

3. Material and Methods

The area of study in this paper includes the segment of BR-376/PR within Serra do Mar (Fig. 2). The area extends approximately 32 km and begins in the city of São José dos Pinhais (a city belonging to the metropolitan region of Curitiba, State of Paraná), and continues until just before the border of the State of Santa Catarina, between kilometers 649 and 681 of BR-376/PR. The area includes relief units from the First Plateau Paranaense and the morphosculptural sub-unit of the Serra do Mar Paranaense. The study of hydrographic basins supplies relevant information to the research, for further analysis of rainfall distribution at slope stability (Soares et al., 2012; Vilanova, 2015; Gonzalez, 2017; Cerri et al., 2018; Vieira et al., 2018).

3.1. Geotechnical investigation program

The strategy for choosing the points of geotechnical investigation was initially defined by the identification of the different geologic units, described in the geologic map (Fig. 1) and in field visits. Existing reports and geotechnical projects also helped in the identification and previous localization of the depots of colluvial soils and landfill areas. The location of the investigation points (Fig. 3) was limited to the area next to the borders of road BR-376/PR, between km 660 and 680, due to the difficulty of access caused by the dense vegetation and rough topography, characteristics of Serra do Mar.

The elevation range was defined by eight classes, with intervals of 200 m between each one, beginning with < 200 m, 200 m-400 m, 400 m-600 m, 600 m-800 m, 800 m-1000 m, 1000 m-1200 m, 1200 m-1400 m and >1400 m, with a distribution of 1.6%, 8.7%, 10.7%, 18.4%, 47.4%, 7.4%, 4.7% and 1.1% for each class, respectively. On the basis of EMBRAPA (2006) classification, and con-
Considering the slopes declivity, the area presented 45.1% of the area as Strongly Wavy, 22.1% as Wavy, 19.4% as Hilly, 7.5% as Softly Wavy, 3.6% as Steep and 2.4% as Plane.

The geotechnical investigation was distributed along the large area of study in order to increase its representativeness (Fig. 3). The soil has a process of natural forma-

Figure 2 - Location of the study area in Serra do Mar, State of Paraná, Brazil.

Figure 3 - Location of undisturbed samples.
tion, making its properties strongly dependent on the geological processes acting in their genesis and, therefore, the parameters defined for each type of soil carry some intrinsic variability due to the heterogeneity of the material. The undisturbed samples were obtained by excavation, avoiding roots and organic material. No signals of wall instability of the excavations were noticed at any point. Then, blocks received paraffin in all their surroundings and were involved with fabric, receiving paraffin once again. Such procedures follow standard NBR 9604 (ABNT, 1986), which tries to preserve the natural moisture conditions and to ensure the physical integrity of the sample. Before being moved from the wells, the blocks were packed in wood boxes and the voids filled with sawdust. The collection procedure involved also the identification of the caps of the boxes. Besides this procedure, from the bottom of each well approximately 3 kg of deformed material were taken, in order to proceed with geotechnical characterization tests.

3.2. Field and laboratory tests

Information of location and type of material sampled along the studied stretch are found in Table 1. The elevation and UTM coordinates were obtained via navigation GPS with precision indicated by the manufacturer of approximately 5 m. In addition, for relative location of the material sampled, data of the approximate km of the track were inserted. With regard to the location of the road where the sampling was made, it was classified as N for the track in direction North and S for the track in direction South, being LS for left side and RS for right side of the road, as well as the UTM coordinates (Zone 22S), along with the respective values of East (E) and South (S) and the depth of the disturbed and undisturbed samples to be used in the tests. The depths of sampling were defined based on field visits, in which land scars of ancient mass movements and the common type of appearance were identified, and were classified as translational and subsurface (González, 2017).

The 11 (eleven) samples were submitted to geotechnical characterization (moisture content, granulometric analysis, Atterberg Limits and particle density) and 5 of them were selected to carry out conventional direct shearing tests (with measurement of mechanical strength for specific and residual deformations), and another 4 samples to carry out consolidated undrained triaxial compression tests (CIU).

In places where samples were retrieved, permeability in situ tests were also carried out using a mini disk infiltrometer type. The modus operandi of the test consists basically in verifying the volume of water that infiltrates the soil in a given interval of time along with a given suction. For this, the upper and lower chambers of the test setup are filled with water, the upper chamber controlling the applied suction and the lower being used as a graduated reservoir to determine the water infiltrating the soil (Victorino, 2015).

Fatehnia et al. (2014) describe that the area measured by this type of method is small because of limitations of the disk size of the infiltrometer and small depth of the test. However, it is mainly used for determining the hydraulic properties of the superficial layer of the soil. Moreover, contrary to other devices that only measure the flow under submerged or saturated conditions (such as, for example, the double-ring permeameter), the tension disk infiltrometer is able to measure the non-saturated hydraulic conductivity of the soil. In order to measure the hydraulic conductivity of the soil, a negative potential (suction) must be made over its surface. In the current study, the depth of measurement was defined in 2.0 m (at the depth of the undisturbed samples) due to the low thickness of the potential failure plane.

The soil mechanical strength parameters were determined via direct shear and triaxial compression tests car-

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>km</th>
<th>Road</th>
<th>Side</th>
<th>Origin of soil</th>
<th>Elevation (m)</th>
<th>UTM Coordinates</th>
<th>Depth (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI-01</td>
<td>659</td>
<td>S</td>
<td>LS</td>
<td>Residual</td>
<td>804</td>
<td>0701199</td>
<td>1.5</td>
</tr>
<tr>
<td>AI-02</td>
<td>659</td>
<td>S</td>
<td>RS</td>
<td>Colluvium</td>
<td>809</td>
<td>0701199</td>
<td>1.0</td>
</tr>
<tr>
<td>AI-03</td>
<td>659</td>
<td>N</td>
<td>RS</td>
<td>Residual</td>
<td>800</td>
<td>0701387</td>
<td>2.3</td>
</tr>
<tr>
<td>AI-04</td>
<td>659</td>
<td>N</td>
<td>RS</td>
<td>Residual</td>
<td>818</td>
<td>0701368</td>
<td>1.0</td>
</tr>
<tr>
<td>AI-07</td>
<td>672</td>
<td>S</td>
<td>RS</td>
<td>Residual</td>
<td>311</td>
<td>0707750</td>
<td>1.2</td>
</tr>
<tr>
<td>AI-09</td>
<td>676</td>
<td>S</td>
<td>LS</td>
<td>Colluvium</td>
<td>178</td>
<td>0709382</td>
<td>0.9</td>
</tr>
<tr>
<td>AI-13</td>
<td>668</td>
<td>N</td>
<td>RS</td>
<td>Colluvium</td>
<td>582</td>
<td>0706740</td>
<td>1.5</td>
</tr>
<tr>
<td>AI-13A</td>
<td>668</td>
<td>N</td>
<td>RS</td>
<td>Residual</td>
<td>601</td>
<td>0706721</td>
<td>1.0</td>
</tr>
<tr>
<td>AI-14</td>
<td>667</td>
<td>N</td>
<td>RS</td>
<td>Residual</td>
<td>618</td>
<td>0706474</td>
<td>1.3</td>
</tr>
<tr>
<td>AI-15</td>
<td>666</td>
<td>N</td>
<td>RS</td>
<td>Residual</td>
<td>652</td>
<td>0706169</td>
<td>1.0</td>
</tr>
<tr>
<td>AI-16</td>
<td>664</td>
<td>N</td>
<td>RS</td>
<td>Residual</td>
<td>829</td>
<td>0704124</td>
<td>0.8</td>
</tr>
</tbody>
</table>
ried out at the Laboratory of Soils of the Institute of Technology for Development (LACTEC). The geotechnical characterization was performed at the Laboratory of Materials and Structures (LAME) of the Federal University of Paraná (UFPR).

Direct shear tests were conducted according to the British Standards BS 1377 - part 7 (BSI, 1990a). Three shearing apparatus were used: two of model L02900 from Wille Geotechnik and one model Shear Trac II made by Geocomp. The test specimens were trimmed in square rings of 100 mm side and approximately 20 mm height. After trimming, the specimen was slowly extruded into the shear box, a setting load was applied, and the soil was submerged in water (under inundation). A consolidation pressure was then applied (30, 60 and 90 kPa) during a minimum period of 24 h. Settlement readings were taken as a function of time to allow appropriate calculation of consolidation coefficients ($c_v = 2.2 \times 10^{-1}$ to $6.2 \times 10^{-4}$ cm/s for 30 kPa; $8.7 \times 10^{-4}$ to $2.3 \times 10^{-3}$ cm/s for 60 kPa and $2.5 \times 10^{-4}$ to $3.9 \times 10^{-3}$ cm/s for 90 kPa) and to ensure that the sample has reached equilibrium prior to the start of shearing. The shearing rate was defined from parameters of consolidation as proposed by Gibson and Henkel (1954, cited by Head, 1981), allowing to perform the test in drained conditions. The shearing rate adopted for all tests was 0.07 mm/min.

Skempton (1964), cited by K anji (1998) evaluated the use of parameters of peak or residual strength for determining the safety factor of slopes. K anji (1998) considers that this choice should be based in the level of stress and deformation of the slope, also considering geotechnical and geologic aspects, such as the presence of joints and fissures, degree of weathering and development of progressive failure. The author concluded that the presence of fissures and joints may lead to a progressive failure until the material reaches residual strength, suggesting, thus, the adoption of residual strength values in these cases.

K anji (1998) proposed a simple test for obtaining residual strength parameters whose procedure consisted in molding clay soils until their liquid limit and shearing them over a polished (smooth) surface. The main difference between this procedure and the conventional one is that the lower half of the shear box is filled with polished rock, making the soil sample slide over it. The author suggests that using this technique the particles of soil become oriented in the interface. A dvincula (2016) uses the test specimen trimmed from the undisturbed block; however, in order to create the polished interface, a thin steel wire was used for cutting the sample directly in the polished surface and to evaluate the residual shearing strength.

Based on K anji (1998) and A dvincula (2016), for the residual strength test of this research, the soil was molded directly in the undisturbed block and sheared over a polished surface that consisted in a granite block with dimensions of 100 mm $\times$ 100 mm $\times$ 20 mm. This interface was placed in the lower part of the shear box, in order to assess the residual shear strength of the sample. This test integrates both methods previously described, taking the best procedure from each one.

Regarding triaxial tests, they were executed using a Wille Geotechnik shearing apparatus, model UL 60, according to British Standards BS 1377 - part 8 (BSI, 1990b). Triaxial shear tests were performed using cylindrical soil specimens of 50 mm in diameter by 100 mm in height. The complete saturation of triaxial specimens was achieved by employing two methods: percolation of water and application of back pressure. Back pressure in the order of 350 kPa was enough for B pore pressure parameter to reach the minimum of 0.95 (BSI, 1990b). For the shearing stage the effective compression pressures were between 15 kPa and 90 kPa with an axial displacement rate of $6.3 \times 10^{-2}$ mm/min.

The definition of the shear strength parameters of the saturated soil depended upon the failure criteria used to determine it. Among the most commonly used methods, are applied: peak diverting tension (maximum deviation tension), constant inclination, maximum ratio of the principal stresses ($\sigma_1 / \sigma_3$), stress path and specific deformation (residual strength).

Both direct shear tests and triaxial tests were performed with saturated samples considering that this is the worst scenario, and better control conditions are possible during the tests (A dvincula, 2016; González, 2017; Trevi-zolli, 2018).

4. Results and discussion

4.1. Geological aspects

Through information obtained from field work compared with information available in the literature about the area of interest, it was verified that:

Along the studied stretch of the road, residual soils were found with more frequency and greater thickness from half way up the slope to the top of the corrugated reliefs. Two main soil types have been identified that are related to this rock matrix: residual soils of migmatites/gneisses and residual soils from granite.

The residual soils of migmatites/gneisses are the most abundant and are characterized by the predominance of diverse colors (yellows, reds and whites). They are predominantly silty, compact and have low permeability and plasticity. This type of soil is frequently in the presence of relict structures from the parent material, characterized by a whitish color, which comes from concentrations of felsic materials, such as feldspar and quartz. More reddish and yellowish coloration levels are due to greater concentrations of mafic minerals in the matrix rock, such as micas of biotite type, and amphiboles.

Although the geologic map of the region indicates a distance between the presence of granites and the area of study, outcrops of this lithotype were observed during site visits, on slopes adjacent to BR-376/PR highway, which
were then mapped in addition to weathered residual soils. The residual soils of granite were characterized by lighter colors evidence of clay of kaolin type, resulting from the alteration of feldspars. The presence of colluvial soil was marked by dark grey color, lack of structure and thickness of approximately 50 cm. A layer of organic soil was also found, about 20 cm thick, and dark in color.

The residual soils from granite had lack of relict structures in the form of levels of different colorations, white to reddish. The relict structure observed in some cases is characterized by a differentiated granulometric aspect, given by the weathering alteration of feldspars of clear colors and of mafic minerals of reddish colors, oriented according to an incipient foliation that may be both of metamorphic and magmatic origin, having mineral granulometry from medium to coarse (ALS, 2014).

Most colluvial soils are characterized by the reddish, brownish or yellowish color, like bricks, of silt-sandy matrix and without evidence of relict structures from the matrix rock. They appear over residual soils, in some cases being very clear the transition between both, especially by a sudden change of coloration. They are located mainly in the more flattened tops or in the lower portions of the strands and have very irregular thickness (ALS, 2014).

The definition of colluvium soils is given as the material composed of blocks and/or grains of any dimension, transported by gravity and accumulated in the base or at a small distance of steeper slopes or rocky cliffs (Lacerda & Sandroni, 1985). This type of soil is often found in areas situated in the lower third of slopes and mountains, where the relief is strongly corrugated and makes no reference to the origin of the soil. Depending of transport factors, it may involve more than one type of material.

Contacts between colluviums and residual soils of migmatite are more accentuated in outcrops. Between horizons A and B (colluvium soils), the sudden change of coloration marks the transition between them. The transition from colluvium for residual soil (horizons C) is more subtle, marked by the change from a material without structure, or massive, to a material with relict structure, inherited from the matrix rock. Besides, the disperse whitish colors indicates the presence of weathered feldspars, in the case of residual soil, feature not verified in colluvium soil.

In more restricted places of Serra do Mar Paranaense, inside the interest area of this study, there are alluviums associated with the main channels in the section of the medium rivers course such as the “São João”, among others. Those alluviums cover an extensive region of Guaratuba, in the portion of the coastal plain, in the riverbeds of “São João, Cubatao, Cartaço and Canavieiras” rivers. They are constituted by sediments of river deposition, predominating sand and riverbeds of gravel, which may be associated with depots of meadow and slope. The meadow depots appear in restricted areas along some draining, characterized by unconsolidated sediments, of small thickness, constituted by silts and clays, partly turfy and with sand of different granulometry. Inside those depots may also appear gravel riverbeds, of Holocene age, where predominate quartz and quartzite pebbles, well selected and rounded, indicating effective transport (ALS, 2014).

### 4.2. Characterization tests

Characterization tests encompassed obtaining the soil natural moisture content, Atterberg Limits and the particle density of soil samples collected in field, representing the surface material composing the hillside. Also, in situ hydraulic conductivity tests were performed at the bottom of the well of the undisturbed soil samples collected in the field. Results from characterization tests are shown in Table 2. Except for samples AI-13 and AI-16, classified respectively as clayey sand and silty gravel soil, the other samples were classified as silty sand, according to USCS (ASTM, 2017).

According to the plasticity chart relating liquid limit (LL) vs. plasticity index (PI) (Fig. 4), most of the samples have behavior belonging to silty soils (below line A) and all samples had liquid limit (LL) under 50% (left of line B), being, therefore, classified as soils with low compressibility and low to average plasticity. Line A distinguishes clay soils (placed above) from silty soils (placed below). Line B, describing the degree of compressibility of soils, separates the materials with liquid limit lower and greater than 50%.

Only sample (AL-07) of residual soil from migmatite exhibited behavior belonging to clay soils (over line A), al-

![Figure 4 - Plasticity chart.](image-url)
though the amount of clay present in the granulometric distribution was 3.8%. Granulometrics classification, Atterberg Limits and the particle density results are coincident between them, which indicates accuracy in the procedures. When compared by means of granulometric and the plasticity chart classification as silty sand soils, the behavior corresponds to silt of low compressibility and low plasticity.

Results of granulometric analysis are presented in Table 3, which displays the percentage of material retained in each granulometric range.

The granulometric analysis of residual soil from migmatite showed that the soil lies in a well-defined range with

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Natural moisture (%)</th>
<th>Liquid limit (%)</th>
<th>Plastic limit (%)</th>
<th>Particle density (g/cm³)</th>
<th>USCS classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI-01</td>
<td>25.6</td>
<td>30.2</td>
<td>28.5</td>
<td>2.773</td>
<td>Silty sand</td>
</tr>
<tr>
<td>AI-02</td>
<td>19.3</td>
<td>26.8</td>
<td>24.6</td>
<td>2.645</td>
<td>Silty sand</td>
</tr>
<tr>
<td>AI-03</td>
<td>23.5</td>
<td>29.8</td>
<td>28.2</td>
<td>2.694</td>
<td>Silty sand</td>
</tr>
<tr>
<td>AI-04</td>
<td>26.6</td>
<td>32.2</td>
<td>27.8</td>
<td>2.804</td>
<td>Silty sand</td>
</tr>
<tr>
<td>AI-07</td>
<td>19.2</td>
<td>22.3</td>
<td>18.3</td>
<td>2.680</td>
<td>Silty sand</td>
</tr>
<tr>
<td>AI-09</td>
<td>27.4</td>
<td>26.3</td>
<td>22.9</td>
<td>2.645</td>
<td>Silty sand</td>
</tr>
<tr>
<td>AI-10</td>
<td>22.8</td>
<td>27.5</td>
<td>20.5</td>
<td>2.637</td>
<td>Silty sand</td>
</tr>
<tr>
<td>AI-11</td>
<td>18.9</td>
<td>23.5</td>
<td>22.7</td>
<td>2.626</td>
<td>Silty sand</td>
</tr>
<tr>
<td>AI-13</td>
<td>30.6</td>
<td>31.1</td>
<td>26.1</td>
<td>2.693</td>
<td>Clayey sand</td>
</tr>
<tr>
<td>AI-13A</td>
<td>20.5</td>
<td>23.9</td>
<td>21.1</td>
<td>2.699</td>
<td>Silty sand</td>
</tr>
<tr>
<td>AI-14</td>
<td>22.9</td>
<td>26.8</td>
<td>24.8</td>
<td>2.677</td>
<td>Silty sand</td>
</tr>
<tr>
<td>AI-15</td>
<td>25.2</td>
<td>27.0</td>
<td>25.5</td>
<td>2.666</td>
<td>Silty sand</td>
</tr>
<tr>
<td>AI-16</td>
<td>23.1</td>
<td>30.1</td>
<td>24.3</td>
<td>2.634</td>
<td>Silty gravel</td>
</tr>
</tbody>
</table>

Table 3 - Granulometric analysis of soil samples.

<table>
<thead>
<tr>
<th>Soil</th>
<th>Sample ID</th>
<th>Soil classification (USCS)</th>
<th>Gravel (2.0 mm &lt; % &lt; 60 mm)</th>
<th>Sand (0.06 mm &lt; % &lt; 2.0 mm)</th>
<th>Silt (2 μm &lt; % &lt; 0.06 mm)</th>
<th>Clay (% &lt; 2 μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residual from migmatite</td>
<td>AI-01</td>
<td>Silty sand</td>
<td>0.0</td>
<td>32.1</td>
<td>63.3</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td>AI-07</td>
<td>Silty sand</td>
<td>2.2</td>
<td>38.4</td>
<td>55.7</td>
<td>3.8</td>
</tr>
<tr>
<td></td>
<td>AI-13A</td>
<td>Silty sand</td>
<td>4.6</td>
<td>34.9</td>
<td>56.4</td>
<td>4.1</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>1.6</td>
<td>32.7</td>
<td>61.1</td>
<td>4.6</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td></td>
<td>1.9</td>
<td>4.7</td>
<td>6.3</td>
<td>1.6</td>
</tr>
<tr>
<td>Colluvium</td>
<td>AI-02</td>
<td>Silty sand</td>
<td>0.4</td>
<td>37.6</td>
<td>55.3</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td>AI-09</td>
<td>Silty sand</td>
<td>4.4</td>
<td>23.8</td>
<td>60.0</td>
<td>11.8</td>
</tr>
<tr>
<td></td>
<td>AI-13</td>
<td>Clayey sand</td>
<td>0.1</td>
<td>20.4</td>
<td>48.8</td>
<td>30.7</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>0.3</td>
<td>29.0</td>
<td>52.1</td>
<td>18.7</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td></td>
<td>0.2</td>
<td>12.2</td>
<td>4.6</td>
<td>17.0</td>
</tr>
<tr>
<td>Residual from granite</td>
<td>AI-03</td>
<td>Silty sand</td>
<td>1.2</td>
<td>32.3</td>
<td>59.2</td>
<td>7.3</td>
</tr>
<tr>
<td></td>
<td>AI-04</td>
<td>Silty sand</td>
<td>0.1</td>
<td>25.6</td>
<td>71.1</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>AI-14</td>
<td>Silty sand</td>
<td>0.1</td>
<td>35.1</td>
<td>54.3</td>
<td>10.5</td>
</tr>
<tr>
<td></td>
<td>AI-15</td>
<td>Silty sand</td>
<td>0.2</td>
<td>38.1</td>
<td>56.5</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>AI-16</td>
<td>Silty gravel</td>
<td>32.8</td>
<td>25.3</td>
<td>27.0</td>
<td>15.0</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>9.4</td>
<td>30.6</td>
<td>49.5</td>
<td>10.6</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td></td>
<td>15.7</td>
<td>7.1</td>
<td>15.2</td>
<td>4.1</td>
</tr>
</tbody>
</table>
predominance of silty material (Fig. 5). The average amount of silt in samples is equal to 61.1%, with a standard deviation of 6.3%. The fraction of sand in samples was 32.7% on average, with standard deviation of 4.7%. The fractions of gravel and clay represented a small portion of the soils with averages of 1.6% and 4.6% respectively, and standard deviations of 1.9% and 1.6% respectively. The particle density was approximately 2.717 g/cm$^3$ and standard deviation of 0.049 g/cm$^3$. The natural moisture content of these samples was 21.8% with standard deviation of 3.4%.

Samples AI-14 and AI-15 related with the residual soils from granite showed very close granulometric distribution and consistence index (Fig. 6). In contrast, sample AI-16 had a predominance of gravel (32.8%) and high liquid limit, probably associated with the greater concentration of clay (15.0%). For all samples (residual and colluvial soils) the liquid limit (LL) had average of 27.3%, with 3.5% standard deviation and the plastic limit (PL) had average of 26.1% with 1.8% standard deviation. The particle density was approximately 2.695 g/cm$^3$ and standard deviation of 0.065 g/cm$^3$, with a moisture content in natural condition of 24.2% and standard deviation of 1.6%.

The granulometric distribution of colluviums showed greater dispersion when compared with residual soils (Fig. 7). While in the sample of colluvium soil AI-02 predominated the occurrence of silty sand material, sample AI-13 had a significant percentage of clay of approximately 30.7%. A small amount of gravel was found in the two samples. The greater liquid limit (LL) corresponding to samples of colluvium material was found in sample AI-13 (31.1%), which may be explained by the clay portion present in the material. The average value for plastic limit (PL) was 24.5%, for particle density was 2.661 g/cm$^3$ (with standard deviation of 0.028 g/cm$^3$), and for natural moisture content was 25.8% (with standard deviation of 5.8%).

4.3. In situ permeability tests

By means of in situ permeability test of superficial soil, made at the bottom of the sampling wells of the undisturbed samples, average values of hydraulic conductivity around $10^{-4}$ cm/s were obtained, with minimum value of $3.1 \times 10^{-5}$ cm/s and maximum value of $1.0 \times 10^{-3}$ cm/s, getting as result coefficients defining a low degree of permeability, according to Terzaghi & Peck (1967). Such average of hydraulic conductivity is found in the interval defined by Casagrande & Fadum (1940), corresponding to very fine sand and silt. According to Lambe & Whitman (1969), those values correspond to sandy clay. For Pinto (2006), this value of hydraulic conductivity is considered characteristic of clay and fine sand. Das (2007) defines these values of hydraulic conductivity as belonging to clay or silt. Therefore, the value of the hydraulic conductivity obtained is found adequate for soils of the studied site, classified as silty sand, according to the USCS granulometric analysis.

Vieira et al. (2018) used in their investigation values of $10^{-4}$ and $10^{-3}$ cm/s obtained with Guelph Permeameter in three land scars in an experimental basin located in the Serra do Mar (Copebrás basin, São Paulo State), either in colluvial soil or in migmatite saprolite’s of the Embu Complex and Costeiro Complex. According to the authors, two types of regolith above an intensely fractured bedrock were observed: colluvial soil with depths about 1.0 m, formed by pedogenesis over transported material, with a sandy-clayey texture matrix and partially weathered bedrock; and sапр-
lite (about 3.0 to 4.0 m depth), more sandy than the overlying horizon, with evidence of structures inherited from bedrock.

Trevizolli (2018) studied the in situ permeability in a slope located at Serra do Mar, km116 in Barra do Turvo - State of São Paulo, using Guelph Permeameter. The author obtained a hydraulic conductivity of $10^{-5}$ cm/s for the superficial soil of the slope. The soil of the slope investigated was classified as colluvium and residual soil from Migmatite rock, with granulometric analysis resulting in clayey sand and clayey sand with gravel, respectively.

Therefore, comparing the results found here with previous research (Vieira et al., 2018; Trevizolli, 2018), the soil particle size resulting from the weathering of migmatite is partially similar to the other regions at Serra do Mar with similar lithotypes, generating hydraulic conductivity between $10^{-5}$ and $10^{-3}$ cm/s for this soil.

### 4.4. Mechanical behavior tests

Conventional and smooth interface direct shear tests were performed for obtaining parameters of peak and residual strength, in both cases under inundation, in addition to triaxial CIU test (Fig. 8).

Based on the shearing stress-horizontal displacement response shown in Fig. 9 from conventional and smooth interface direct shear tests, the failure mode of the test specimens happened in a ductile way, in other words, with no peak (Fig. 9). This characteristic is typical of the behavior of sandy soils with void ratio greater than critical, in other words, loose sands.

Table 4 and Table 5 show a summary of shear strength results: friction angle ($\phi'$) and cohesive intercept ($c'$), normal stress, degree of saturation initial (i) and final (f) from conventional direct shear tests and smooth interface method.

The determination of the parameters of maximum shear strength of the soils considered a horizontal displacement of 8 mm, which was established considering the shear stress-displacement response. For this displacement value, the shear stress is nearly constant. For residual strength test (smooth interface) larger values of horizontal displacement were required (11 mm) in order to reach constant values of shear stress (Tchalenko, 1970; Suzuki, 2004; Advincula, 2016; González, 2017; Trevizolli, 2018).

For colluvium soils, the cohesive intercept was greater than that observed for the residual soil from migmatite, and similar to that of the residual soil from granite.

Skempton (1985, cited by Kanji 1998) interpreted the residual strength of soils as a function of their fraction of clay (grains smaller than $2 \mu m$). The author concludes in its work that, for soils with percentage of clay over 50%, the angles of residual friction found are lower and have great differences between peak and residual values. On the other hand, when the percentage of clay is smaller than 25%, residual values much closer to the peak strength values are found. This trend was verified in the present research.
Therefore, sample AI-13 that has 30.7% of clay had difference of 7.4° between the friction angle obtained in the conventional shearing test and the smooth interface test, while sample AI-01, with 4.6% of clay fraction, had a difference of 2.3° between those two tests.

Sample AI-09, pertaining to colluvium soil, had a difference of 19.3 degrees between the conventional direct shearing test (37.9°) and the residual strength by smooth interface (18.6°), showing inconsistent result and too low for residual friction angle.

In sample AI-13A, the presence of relict structures was identified. This characteristic has a tendency of conditioning the failure surface and having strength parameters under or over the ones defined in the conventional direct shear test, depending on the position of structures and weakness plans about the shear surfaces in the shear box.

By comparing the present results with other researches, the behavior failure mode in a ductile way (no peak) was also observed in the study of Advincula (2016) on the determination of peak and residual strength of colluvium tropical Brazilian soils in the State of Rio de Janeiro, for normal stresses from 25 kPa to 200 kPa. Although those are colluvium soils, Advincula (2016) studied a sample of residual soil from migmatite, which exhibited peak in failure at the conventional direct shear test. For colluvium soils, the values of both residual and peak friction angles obtained by the cited author were between 22.5° and 37.4°, with values of cohesive intercept between 0.0 and 9.5 kPa for residual strength and 0.8 and 19.8 kPa for peak strength.

In the sample of residual soil from migmatite, the peak friction angle was 36.4° with a cohesive intercept of 36.5 kPa, while the corresponding residual values were 15.3° and 7.0 kPa, respectively. The author attributes the decrease of strength from peak to residual values, to the presence of mica in the mineral composition (Rigo et al., 2006; Advincula, 2016).

Trevizolli (2018) performed conventional and smooth interface direct shear tests (at normal stresses from 50 kPa to 200 kPa) in colluvium and residual soils (under inundation) from Migmatite rock at Serra do Mar slope in Barra do Turvo - State of São Paulo. The author found failure mode in a ductile way (no peak). The values of both residual and peak friction angle obtained by the cited author were between 17.8° and 30.2°, with values of cohesive intercept between 4.7 and 16.8 kPa.

Suzuki (2004) performed conventional direct shear tests (at normal stresses from 25 kPa to 400 kPa) in colluvium and residual soils (under inundation) from Serra do Mar at Morretes - State of Paraná. The author also found failure mode in a ductile way (no peak) for most samples tested. The resistance parameters varied between 2.0 and 21.0 kPa for cohesive intercept and 28.3° to 34.6° for friction angle.

By means of triaxial tests, it was verified that the behavior of soil not always had a defined peak and, in some tests, the material was identified with a strain-hardening behavior, without a well-defined failure (Fig. 10). Thus, for processing results according to the material behavior, dif-

Table 4 - Parameters of soil strength from conventional direct shear tests.

<table>
<thead>
<tr>
<th>Material</th>
<th>Sample ID</th>
<th>Normal stress (kPa)</th>
<th>Degree of saturation (i) (%)</th>
<th>Conventional direct shear strength test</th>
<th>Degree of saturation (f) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residual soil from migmatite</td>
<td>AI-01</td>
<td>30; 60; 90</td>
<td>60</td>
<td>8.0</td>
<td>6.5</td>
</tr>
<tr>
<td></td>
<td>AI-13A</td>
<td>30; 60; 90</td>
<td>90</td>
<td>8.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Colluvium</td>
<td>AI-02</td>
<td>30; 60; 90</td>
<td>70</td>
<td>8.0</td>
<td>8.2</td>
</tr>
<tr>
<td></td>
<td>AI-09</td>
<td>30; 60; 90</td>
<td>80</td>
<td>8.0</td>
<td>14.8</td>
</tr>
<tr>
<td></td>
<td>AI-13</td>
<td>30; 60; 90</td>
<td>90</td>
<td>8.0</td>
<td>11.7</td>
</tr>
<tr>
<td>Residual soil from granite</td>
<td>AI-14</td>
<td>30; 60; 90</td>
<td>60</td>
<td>8.0</td>
<td>14.2</td>
</tr>
</tbody>
</table>

Table 5 - Parameters of soil strength from direct shear with smooth interface method.

<table>
<thead>
<tr>
<th>Material</th>
<th>Sample ID</th>
<th>Normal stress (kPa)</th>
<th>Degree of saturation (i) (%)</th>
<th>Direct shear strength method of smooth interface</th>
<th>Degree of saturation (f) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residual soil from migmatite</td>
<td>AI-01</td>
<td>30; 60; 90</td>
<td>60</td>
<td>11.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Colluvium</td>
<td>AI-02</td>
<td>30; 60; 90</td>
<td>70</td>
<td>11.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>AI-09</td>
<td>30; 60; 90</td>
<td>80</td>
<td>11.0</td>
<td>11.8</td>
</tr>
<tr>
<td></td>
<td>AI-13</td>
<td>30; 60; 90</td>
<td>90</td>
<td>11.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
different failure criteria were used. Triaxial tests presented a strain-hardening behavior, so the criteria of maximum rate of the principal stresses ($\sigma'_{1}/\sigma'_{3}$) and stress paths were applied.

The results obtained with CIU triaxial tests are presented in Table 6, as well as the values of degree of saturation initial (i) and final (f), the value of $B$ pore pressure parameter and the failure criteria applied.

Contrary to that presented in the conventional direct shearing test, the residual soil from migmatite subjected to triaxial test showed higher values of cohesive intercept, while the samples of residual soils from granite showed lower values. The friction angle showed no significant variation in the studied soils.

Generally, when comparing the results obtained from conventional direct shear tests with results from CIU triaxial tests, the values of internal friction angle were concordant, for all samples tested here (residual and colluvium soil). The minimum value of the friction angle determined from the conventional direct shear test was around 26.0°

**Table 6** - Parameters of soil strength obtained with triaxial tests.

<table>
<thead>
<tr>
<th>Material</th>
<th>Sample</th>
<th>Degree of saturation (i) (%)</th>
<th>B pore pressure parameter</th>
<th>Degree of saturation (f) (%)</th>
<th>Failure criteria</th>
<th>c’ (kPa)</th>
<th>$\phi'$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residual soil from migmatite</td>
<td>A1-07</td>
<td>65</td>
<td>1.00</td>
<td>100</td>
<td>$\sigma'<em>{1}/\sigma'</em>{3}$</td>
<td>12.7</td>
<td>33.3</td>
</tr>
<tr>
<td></td>
<td>A1-14</td>
<td>63</td>
<td>0.97</td>
<td>99</td>
<td>Stress path</td>
<td>14.3</td>
<td>32.2</td>
</tr>
<tr>
<td>Residual soil from granite</td>
<td>A1-15</td>
<td>58</td>
<td>0.96</td>
<td>99</td>
<td>$\sigma'<em>{1}/\sigma'</em>{3}$</td>
<td>1.6</td>
<td>28.9</td>
</tr>
<tr>
<td></td>
<td>A1-16</td>
<td>81</td>
<td>0.98</td>
<td>99</td>
<td>Stress path</td>
<td>0.0</td>
<td>34.8</td>
</tr>
</tbody>
</table>

**Figure 10** - Stress path curves obtained through Triaxial CIU test in samples (a) A1-07; (b) A1-14; (c) A1-15 e (d) A1-16.
and the maximum value around 38.3°, with average of approximately 31.7°. In the CIU triaxial test, the minimum value found was 27.8° and the maximum value of 43.2°, with average of approximately 33.6°. Consequently, the average peak friction angle of 32° was adopted as being a conservative value for a regional approach.

Results obtained in tests of residual shear of smooth interface (for residual soil from migmatite and colluvium) presented minimum values, around 18.6°, showing inconsistent result and too low for residual friction angle, and maximum around 26.8°. Thus, the average residual friction angle of approximately 26° was assumed.

Results regarding the cohesive intercept showed more disparity (for all samples: residual and colluvium soil), with values being obtained by means of direct shear tests (ranging from 0.0 kPa to 14.8 kPa, with average equal to 9.2 kPa) similar in magnitude of minimum and maximum to the ones obtained by means of CIU triaxial tests (ranging from 0.0 kPa to 14.3 kPa, however with average equal to approximately 4.6 kPa).

In the detailed analysis of sample A1-14 (Residual soil from Granite), in which direct shear and CIU triaxial test were carried out, a small difference in the friction angle was observed. In direct shear test, the friction angle was 28.1° and from CIU triaxial test was 28.7°. The cohesive intercept was significantly disparate, being 14.2 kPa for conventional direct shear and 1.6 kPa for CIU triaxial test.

Values of cohesive intercept obtained in CIU triaxial tests for granite residual soils were closer to the results obtained in direct shear tests of smooth interface (0 kPa). The triaxial test carried out with migmatite residual soils showed greater values of cohesive intercept (average of 13.5 kPa), being different from the results obtained with samples of granite residual soils, which showed values between 0.0 and 3.1 kPa, with average of 1.0 kPa.

Once again, comparing the present results with other references about CIU triaxial tests in Brazilian tropical soils, Advincula (2016) obtained values of friction angle in colluvium soils between 29.5° and 31.1° and cohesive intercept has a lower value, around 0 kPa.

In order to have knowledge about the results of shearing strength in residual terms, Bressani et al. (2001) presented a review of several references for different types of Brazilian tropical soils, which made possible to observe that the average angle of residual friction is 25° (excluding results from residual basalt soil, grey and red clay listed) and cohesive intercept has a lower value, around 0 kPa.

Tonos (2009), based on data presented by Dell’Avanzi et al. (2007) from triaxial CIU and CID tests, direct shear and ring shear tests, presented a summary of the parameters of peak strength found for different lithostratigraphic units, whose granulometric descriptions are similar to the ones observed in the current research. From statistical analysis, the author obtained friction angles between 29° and 36° (average of 32°) and cohesive intercept between 13 and 29 kPa (average of 21 kPa) for residual soils. With respect to colluvium soils, the friction angle ranged between 25° and 31° (average of 28°) and the cohesion between 6 and 21 kPa (average of 14 kPa). Those results have high coefficient of variation, with values around 20% for the friction angle and of 95% for cohesive intercept.

Regarding the high degree of variation for parameters of peak friction angle and cohesive intercept, a similar trend was observed in the study presented by Mezzomo & Bertoulu (2013). By means of retro-analysis made in soils (residual and colluvium) of several slopes along the Serra do Mar, those researchers obtained an average friction angle of 25° and average cohesive intercept of 10 kPa, with coefficient of variation of 12% and 72%, respectively.

Generally, when compared with data found in literature, the results obtained with both direct shear tests and CIU triaxial tests carried out in this research are coherent and similar considering the variability of the material found in the region (Table 7).

The comparison of the shear strength parameters obtained by two different methods (CIU triaxial tests and conventional direct shear tests) is very interesting because of the differences between the apparatus applied and the principles. In CIU triaxial tests the soil fails along planes of weakness, while in direct shear tests the soil rupture occurs in a pre-established plane. (Lambe & Whitman, 1969; Pinto, 2006; Das, 2007).

At Serra do Mar, where the occurrence of mass movements with shallow-type landslide is common, as typical of the geological-geotechnical context of the region, conventional direct shear tests to obtain shear strength parameters are simple, with low cost and fast execution time comparing with CIU triaxial tests. In addition, they are useful as well as representative of the field conditions: plane slip surface at low confining stresses.

Furthermore, in these slopes progressive failure frequently occurs and, therefore, residual shear parameters are relevant as entry parameters in landslide susceptibility analysis. One more time, direct shear tests with smooth in-
An interface can be applied to obtain those parameters, as was done in this paper.

5. Conclusions

This paper examined geological-geotechnical characteristics of slopes belonging to a segment of BR-376/PR, within Serra do Mar in Southern Brazil.

The classification of colluvium soils and superficial granite and migmatite residual soils were, in part, similar with regard to both characteristics and granulometry: predominantly silty sand, with mean value of particle density of 2.691 g/cm$^3$, plasticity index on average equal to 3.2% and natural moisture of 23%. The in situ hydraulic conductivity obtained was around 10$^{-4}$ cm/s in the superficial layer of the soil, characterized as the potential failure surface.

Different from what can be found in the literature about residual soils present in the region of study, namely that migmatite residual soils and granite residual soils are clayey soils, this research observed great amounts of silt and sand and low amount of clay (in average, for all samples, 53% of silt, 8% of clay and 32% of sand). This difference among the described information may be the consequence of the variation of the composition that the lithotypes of this complex have and because these residual soils are younger. Granulometric curves had a similar trend among residual soils, while colluvial soils had a greater dispersion in the granulometric distribution, confirming the heterogeneity of the material when transported and the difference of material weathered in situ. Colluvium and residual areas were hard to limit, this being one of the main limitations of the research.

This finding is observed when comparing results from the characterization of those materials, made by means of granulometric analysis, Atterberg Limits and particle density, as well as from parameters of mechanical strength, obtained by means of conventional direct shear test and smooth interface tests, and of CIU triaxial tests, which were analogous.

Concerning parameters of mechanical strength, the residual and colluvial soils found in the studied area (a portion of Serra do Mar) showed average peak and residual friction angle of 32° and 26°, respectively. For cohesive intercept a greater disparity of results was obtained, but also according to literature.

Therefore, the soils found along the studied area, even if different with respect to the geological material defining their genesis, have similar physical characteristics as well as mechanical behavior. Such results, together with other relevant parameters (e.g., slope declivities and layers, groundwater level, rainfall records, suction records and soil retention curve), may be used as input data for future studies, such as in the evaluation of the stability of road slopes, either in individual cases or in regional scale, in nearby areas or having a similar context of geologic material.
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**Table 7 - Summary of some results from shear strength parameters of Serra do Mar soils.**

<table>
<thead>
<tr>
<th>Authors</th>
<th>Source of results</th>
<th>Type of soil</th>
<th>Friction angle ($\phi'$)</th>
<th>Cohesive intercept ($c'$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present research</td>
<td>Direct shear tests</td>
<td>Residual and Colluvium</td>
<td>18.6°-38.3°</td>
<td>0.0-14.8 kPa</td>
</tr>
<tr>
<td></td>
<td>CIU triaxial tests</td>
<td>Residual and Colluvium</td>
<td>27.8°-43.2°</td>
<td>0.0-14.3 kPa</td>
</tr>
<tr>
<td>Bressani et al. (2001)</td>
<td>Shearing strength in residual terms</td>
<td>Brazilian tropical soils</td>
<td>25°</td>
<td>0.0 kPa</td>
</tr>
<tr>
<td>Suzuki (2004)</td>
<td>Direct shear tests</td>
<td>Residual and Colluvium</td>
<td>28.3°-33.0°</td>
<td>2.0-21.0 kPa</td>
</tr>
<tr>
<td>Tonus (2009)</td>
<td>CIU and CID triaxial tests, Direct shear and ring shear tests</td>
<td>Residual</td>
<td>29°-36°</td>
<td>13.0-29.0 kPa</td>
</tr>
<tr>
<td>Carvalho (2012)</td>
<td>CIU triaxial tests for high confining stress</td>
<td>Colluvium</td>
<td>25°-31°</td>
<td>6.0-21.0 kPa</td>
</tr>
<tr>
<td>Carvalho (2012)</td>
<td>CIU triaxial tests for low confining stress</td>
<td>Residual</td>
<td>27.7°</td>
<td>74.2 kPa</td>
</tr>
<tr>
<td>Mezzomo &amp; Bertuol (2013)</td>
<td>Retro-analysis</td>
<td>Residual and Colluvium</td>
<td>25.0°</td>
<td>10.0 kPa</td>
</tr>
<tr>
<td>Advincula (2016)</td>
<td>Direct shear tests</td>
<td>Residual</td>
<td>15.3°-36.4°</td>
<td>7.0-36.5 kPa</td>
</tr>
<tr>
<td>Advincula (2016)</td>
<td>Direct shear tests</td>
<td>Colluvium</td>
<td>22.5°-37.4°</td>
<td>0.0-19.8 kPa</td>
</tr>
<tr>
<td>Advincula (2016)</td>
<td>CIU triaxial tests</td>
<td>Colluvium</td>
<td>29.5°-31.1°</td>
<td>6.4-11.8 kPa</td>
</tr>
<tr>
<td>Trevizolli (2018)</td>
<td>Direct shear tests</td>
<td>Residual and Colluvium</td>
<td>17.8°-30.2°</td>
<td>4.7-16.8 kPa</td>
</tr>
</tbody>
</table>
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Investigating the Differences between Various Deterministic Liquefaction Correlation Methods

E. El Kahi, M. Khouri

Abstract. In order to manage the risks associated with an earthquake, a particular attention should be given to reduce and resist the effects caused by the earthquake such as soil liquefaction. Several evaluation procedures have evolved over the last four decades, since the use of the simplified method suggested by Seed & Idriss in 1971. However, these procedures present various differences among them. The target of this article is to investigate the differences between the three deterministic liquefaction correlations presented by Seed et al. and those that were published more recently by Cetin et al. and Idriss & Boulanger. A case study of a petroleum site located in the south of Saudi Arabia is utilized for this comparison. This site is representative of the sites located in that area. Based on SPT (Standard Penetration Test) measurements, results reveal the impact of these differences on cyclic resistance and cyclic stress ratios (CRR and CSR) and on the safety factor (FS). In addition, results reveal a comparison between the considered methods in terms of economical, conservative and moderate for the considered case. Also, a step by step procedure is suggested for engineers and designers to follow when evaluating the liquefaction potential of a certain site.

Keywords: cyclic resistance and stress ratios, deterministic evaluation, soil liquefaction potential, SPT measurements.

1. Introduction

Following many earthquakes that have occurred through history, the studies carried out have always sought to identify the phenomena induced by these earthquakes which cause the amplification of the damage (Luo et al., 2018; Morgenstern, 2018). One of these phenomena, which mainly concerns sandy soils, is liquefaction (Salgado & Prezzi, 2014). Many examples of earthquakes can be given where liquefaction was a major cause of both damage and loss of life.

Liquefaction is defined as the transformation of a granular material from a solid to a liquefied state as a consequence of increased pore-water pressure and reduced effective stress (Souza et al., 2012). In fact, when a large earthquake occurs, seismic waves travel from the source to the ground surface, and can result in major damage affecting soils, structures and people (Pytlik & Van Baars, 2016). Liquefaction depends on soils characteristics, their composition and various indicators that distinguish these soils from each other. Researchers have tried to quantify seismic soil liquefaction initiation risk through the use of both deterministic and probabilistic techniques based on laboratory test results and/or correlations of in situ “index” tests with field case history performance data (Kiyota et al., 2016; Wang & Li, 2015; De Vallejo, 2012).

In 1971, a simplified procedure was developed by Seed & Idriss based on empirical evaluation of field observations and laboratory test data. This procedure for assessing earthquake cyclic liquefaction potential of soils has two essential components: first, the development of a framework for analyzing historical experiences; second, the development of a suitable in situ index to represent the liquefaction resistance characteristics.

Many correlations were published to evaluate liquefaction since the development of Seed & Idriss method; these new methods give more accurate results, like the correlations developed by Seed et al. in 1985, which was adopted with slight modification by Youd et al. (2001), Cetin et al. (2004, 2012, 2016) and Idriss & Boulanger (2004, 2008, 2012).

However, as shown in Fig. 1, there are significant differences between the methods of Seed et al., Cetin et al. and Idriss & Boulanger. The Cetin et al. correlations of the cyclic resistance ratio, adjusted for a magnitude $M = 7.5$ and a vertical effective stress $\sigma_v = 1$ atm, are significantly lower than Seed et al. and Idriss & Boulanger correlations.

This paper focuses on the evaluation of the differences between the three main deterministic liquefaction correlations suggested by Seed et al. (1985) (modified by Youd et al. (2001)), Cetin et al. (2004, 2012, 2016) and Idriss & Boulanger (2004, 2008, 2012) through a case study of a “petroleum” site located in the south of Saudi Arabia. Also, a step by step procedure is suggested to evaluate the liquefaction potential.
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2. Liquefaction Evaluation Methods

2.1. Determination of the cyclic stress ratio (CSR)

To determine the soil liquefaction potential, the cyclic stress ratio (CSR) has to be determined. Seed & Idriss, in 1971, defined the CSR as the average cyclic shear stress \( \tau_{av} \) developed on the horizontal surface of soil layers due to vertically propagating shear waves, normalized by the initial vertical effective stress \( \sigma'_v \) to incorporate the increase in shear strength due to increase in effective stress. By appropriately weighting the individual stress cycles based on laboratory test data, Seed & Idriss found that a reasonable amplitude to use, for the “average” or equivalent uniform stress, \( \sigma_{av} \), is about 65% of the maximum shear stress. Consequently, their work resulted in a simplified evaluation procedure where the evaluation of the cyclic stress ratio (CSR) is presented in Eq. 1:

\[
CSR = \frac{\tau_{av}}{\sigma'_{v0}} = 0.65 \frac{a_{\text{max}}}{g} \frac{\sigma_{v0}}{\sigma'_{v0}} r_d
\]

where \( a_{\text{max}} \) represents the peak horizontal acceleration at the ground surface generated by the earthquake, \( g \) is the acceleration of gravity, \( \sigma_{v0} \) is the total vertical overburden stress and \( r_d \) is the stress reduction coefficient.

The stress reduction coefficient \( r_d \) is defined as the ratio of cyclic stresses for a flexible soil column to the cyclic stresses for a rigid soil column. It is influenced by the soil stiffness and flexibility. According to Fig. 2, Seed & Idriss assumed that its determination depends upon the depth below the ground surface. Based on the average values of Seed & Idriss (1971) that were adopted by Seed et al. (1985), Eqs. 2 and 3 were proposed to determine the value of \( r_d \), where \( z \) is the depth in meters. However, due to the variability of the soil properties, in particular its flexibility (ElKahi et al., 2018), the \( r_d \) value is variable. It can vary in a certain range around the mean value obtained by the application of Eqs. 2 and 3.

However, Cetin et al. (2012) used a probabilistic relationship to determine the \( r_d \) factor (Eqs. 4 and 5) that is divided into two parts (for \( z < 20 \) m and for \( z \geq 20 \) m), where \( \sigma_{e_{v0}} \) (Eqs. 6 and 7) is the standard deviation which is assumed to be zero in the deterministic approach, and \( V_s^{12} \) is the site shear wave velocity for the top 12 m. Cetin et al.
(2012) assumed that the correct way to estimate $V_{s,12}$ is to calculate apparent travel time through each sub-layer down to a depth of 12 m, and then divide the total travel time by the distance travelled. If $H_i$ is the height of a soil layer and $V_{s,i}$ is the shear wave velocity of the layer then $V_{s,12}$ is given in Eq. 8. If the site stiffness is difficult to estimate properly, $V_{s,12}$ can be taken between 150-200 m/s, limiting the wave velocity between 120 m/s and 250 m/s for soft and stiff sites respectively.

On the other hand, Idriss & Boulanger (2012) suggested that the use of Eq. 9 would provide a sufficient degree of accuracy for engineering applications and recommended that these equations (Eqs. 9, 10 and 11) be used in lieu of the figure originally published by Seed & Idriss (1971) shown in Fig. 2, or any of the equations that have been derived over the past 30 years based on this figure.

Seed et al.:

$$r_d = 10 - 0.00765z \quad \text{for } z \leq 915 \text{ m}$$

(2)

$$r_d = 1174 - 0.0267z \quad \text{for } 915 < z \leq 23 \text{ m}$$

(3)

Cetin et al.:

$$\sigma_{e,1d} = 0.0198 \quad \text{for } z < 12 \text{ m}$$

(6)

$$\sigma_{e,1d} = 12.085 \times 0.0198 \quad \text{for } z \geq 12 \text{ m}$$

(7)

$$V_{s,12} = \frac{12}{\sum H_i} \quad \text{n is the number of soil layers}$$

(8)

Idriss & Boulanger

$$\ln(r_d) = \alpha(z) + \beta(z)M \quad \text{for } z \leq 34 \text{ m}$$

(9)

$$\alpha(z) = -1012 - 1126 \sin \frac{z}{1173} + 5133$$

(10)

$$\beta(z) = 0106 + 0118 \sin \frac{z}{1128} + 5142$$

(11)

Consequently, Fig. 3 recapitulates the cyclic stress ratio (CSR) procedure for the three methods, where the reduction coefficient $r_d$ calculation constitutes the main difference between them. As shown in this figure, to evaluate the cyclic stress ratio (CSR), three steps are required: (a) $a_{max}$, $\sigma'_{vo}$ and $\sigma'_{vd}$ evaluation; (b) the reduction coefficient $r_d$ evaluation and (c) CSR evaluation. The reduction coefficient $r_d$ is the only parameter that differs between the three methods where every method presents its own equation to determine $r_d$. This coefficient depends upon the depth; it is directly proportional to the CSR evaluation (Eq. 1). A simple mathematical application of Eqs. 2-9 shows that $r_d$ decreases with the increase in depth. Consequently, the assessment of the cyclic stress ratio (CSR) is usually determined for reasonable depths below the ground surface (Y oud et al., 2001).

$$r_d = \frac{1}{1 + 0.023} \quad \text{for } \sigma_{e,1d}$$

$$0.0046(z-20) + \sigma_{e,1d} \quad \text{for } z \geq 20 \text{ m}$$

(5)

## 2.2. Determination of the soil liquefaction resistance

The resistance to the liquefaction phenomenon is revealed through the cyclic resistance ratio (CRR) (Seed & Idriss, 1971). It represents the maximum cyclic stress ratio CSR at which a given soil can resist liquefaction. It is usually determined through several field tests including the standard penetration test (SPT), the cone penetration test (CPT), shear-wave velocity measurements ($V_s$), and the Becker penetration test (BPT) (Y oud et al., 2001).

This study focuses on the estimation of the CRR based on SPT results. In fact, SPT is generally preferred because of its wide use and its precision in the detection of the variability of soil deposits (K ayen et al., 1992). In addition, for the last decades, the conditions for the evaluation of

![Figure 3 - Diagram representing the cyclic stress ratio (CSR) evaluation procedure for the three methods.](image)
liquefaction resistance based on SPT results have been reliable (Youd et al., 2001). To manifest these conditions, Seed et al. (1985) have plotted the CSR curves vs. the SPT blow counts \( N_{60} \), as shown in Fig. 4. These counts are normalized to a pressure of 100 kPa and a 60% hammer energy efficiency.

The curve plotted in Fig. 4 is approximated by Eq. 12, where \( (N_{60})_{eas} \) is considered the same as the clean sand value \( (N_{60})_{elas} \) for finer contents FC < 5%.

Equation 12 is valid for \( (N_{60})_{cl} < 30 \). For \( (N_{60})_{cl} \geq 30 \), clean granular soils are too dense to liquefy and are classed as non-liquefiable. For Cetin et al. (2004), Eq. 13 calculates CRR for a given probability of liquefaction. In this equation, the correction for fines content is built into the equation for \( P_a \) and CRR where \( P_a \) is the probability of liquefaction in decimals. FC is expressed as an integer range 5 ≤ FC ≤ 35, \( \Phi \) is the standard cumulative normal distribution, and \( \phi^{-1}(P_a) \) is the inverse of the standard cumulative normal distribution. The deterministic analysis is done for a probability of liquefaction of 50% and a factor of safety of 1.

Elsewhere, the equivalent clean sand value \( (N_{1})_{elas} \) is used by Idriss & Boulanger (2004) to estimate the CRR as per Eqs. 15 and 16.

\[
CRR = \frac{1}{34 - (N_{60})_{cl} + \frac{(N_{60})_{elas}}{135} + \frac{50}{10(N_{60})_{elas} + 45} - \frac{1}{200}} \tag{12}
\]

Cetin et al.:

\[
P_a = \phi^{-1} \left( \frac{(N_{60})_{60CS} (1 + 0.004 FC) - 29.53 \ln(M) - 3.70 \frac{\sigma_V}{P_a} + 0.05 FC + 16.85 + 2.70 \phi^{-1}(P_a)}{13.32} \right) \tag{13}
\]

Idriss & Boulanger:

\[
CRR = \exp \left( \frac{(N_{60})_{60CS}}{141} + \frac{(N_{60})_{60CS}}{126} - \frac{(N_{60})_{60CS}}{236} + \frac{(N_{60})_{60CS}}{25.4} - 2.8 \right) \quad \text{for} \quad (N_{60})_{60CS} < 37.5 \tag{14}
\]

\[
CRR = 2 \quad \text{for} \quad (N_{60})_{60CS} > 37.5 \tag{15}
\]

The \( N \) values obtained from the SPT are corrected for the following correlation factors: overburden \( C_s \), rod length \( C_s \), non-standard sampler \( C_s \), borehole diameter \( C_s \), and hammer energy efficiency \( C_s \), resulting in a \( (N_{60})_{elas} \) value:

\[
(N_{60})_{elas} = NC_s C_s C_s C_s C_s
\]

\[
N_{60} = NC_s C_s C_s C_s
\]

The equations used to calculate the correction factors \( C_s, C_s, C_s \) and \( C_s \) are summarized in Table 1 (Cetin et al., 2004).

Most of the corrections to the SPT \( N \) value are somewhat minor however, the corrections for the use of different hammer systems have a large impact. For this reason, it is recommended to measure the transferred energy efficiency of the driller-rig-hammer system and determine a correction factor that is based on a standard energy ratio of 60%. In addition, energy measurements should be done on a periodic basis in order to verify that the rigs are functioning properly under different environmental conditions such as different weather conditions and at different times of day so that operator fatigue can be considered. Also, testing measurements can be determined (Cetin et al., 2004).

**Table 1 - SPT correction factors (Cetin et al., 2004).**

<table>
<thead>
<tr>
<th>Factor</th>
<th>Equipment variable</th>
<th>Term</th>
<th>Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy ratio</td>
<td>Donut Hammer</td>
<td>( C_s )</td>
<td>0.5-1.0</td>
</tr>
<tr>
<td></td>
<td>Safety Hammer</td>
<td>( C_s )</td>
<td>0.7-1.2</td>
</tr>
<tr>
<td></td>
<td>Automatic Hammer</td>
<td>( C_s )</td>
<td>0.8-1.3</td>
</tr>
<tr>
<td>Borehole diameter</td>
<td>65 mm-115 mm</td>
<td>( C_s )</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>150 mm</td>
<td>( C_s )</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>200 mm</td>
<td>( C_s )</td>
<td>1.12</td>
</tr>
<tr>
<td>Rod length</td>
<td>&lt; 3 m</td>
<td>( C_s )</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>3 m-4 m</td>
<td>( C_s )</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>4 m-6 m</td>
<td>( C_s )</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>6 m-10 m</td>
<td>( C_s )</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>10 m-30 m</td>
<td>( C_s )</td>
<td>1.00</td>
</tr>
<tr>
<td>Sampling Method</td>
<td>Standard sampler</td>
<td>( C_s )</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Sampler without liner</td>
<td>( C_s )</td>
<td>1.0-1.3</td>
</tr>
</tbody>
</table>
2.2.1. CN factor

The overburden correction factor CN adjusts N to the N1 value that would be measured at the same depth if the effective overburden stress was 1 atm. To evaluate this factor, Eq. 19 was adopted by Seed et al. (1985) and Cetin et al. (2004) correlations, while Idriss & Boulanger (2012) proposed Eq. 20 to determine the CN factor:

\[ C_N = \left( \frac{P_a}{\sigma_{v0}} \right)^{0.5} \]  
\[ C_N = \left( \frac{P_a}{\sigma_{v0}} \right)^{0.784 - 0.0768 \cdot \sqrt{N_1}} \]

2.2.2. Fines content

CRR curves plotted in Fig. 4 that separate the liquefaction/non-liquefaction cases, are conservative. These curves depend upon the soil fines content and the grain characteristics which have a significant influence on liquefaction resistance, and the increase of fines content causes an increase of CRR. Consequently, (N1)60 value has to be corrected for fines content FC and adjusted to an equivalent clean sand value (N1)60cs. A number of equations have been proposed to consider the influence of the fines content. Two factors \( \alpha \) and \( \beta \) were introduced, as presented in Eq. 21, to consider the impact of the fines content based on Seed et al. (1985). However, Cetin et al. (2012) used another factor CFINES as per Eq. 28, while Idriss & Boulanger (2008) introduced \( \Delta(N_1)_{60} \) and suggested Eq. 30.

Seed et al.:
\[ (N_1)_{60cs} = \alpha + \beta(N_1)_{60} \]
\[ \alpha = 0 \quad \text{for} \quad FC \leq 5\% \]
\[ \beta = 1.0 \quad \text{for} \quad FC \leq 5\% \]
\[ \beta = 1.2 \quad \text{for} \quad 35\% \leq FC \leq 65\% \]
\[ \alpha = 5.0 \quad \text{for} \quad 35\% \leq FC \leq 50\% \]
\[ \beta = 0.99 - \left( \frac{FC^{1.5}}{1000} \right) \quad \text{for} \quad 5\% \leq FC < 35\% \]

Cetin et al.:
\[ (N_1)_{60cs} = (N_1)_{60} C_{\text{FINES}} \]
\[ C_{\text{FINES}} = (1 + 0.004 FC) + 0.05 \cdot \frac{FC}{(N_1)_{60}} \]

for 5\% \leq FC \leq 35\%

Idriss & Boulanger:
\[ (N_1)_{60cs} = (N_1)_{60} + \Delta(N_1)_{60} \]
\[ \Delta(N_1)_{60} = \exp \left[ 1.63 + \frac{9.7}{FC + 0.01} - \left( \frac{15.7}{FC + 0.01} \right)^2 \right] \]

Consequently, Fig. 5 recapitulates the soil liquefaction resistance evaluation procedure, where the correction of the SPT blow counts is essential in this evaluation. This correction varies according to the considered method and it is influenced by the overburden correction factor CN and the consideration of the fines content effect. On one hand, results of several tests indicate considerable scatter of results with no apparent correlation of CN with soil type or gradation. On the other hand, laboratory tests noted an apparent increase of CRR with increased fines content. Whether this increase is caused by an increase of liquefaction resistance or by a decrease of penetration resistance is not clear. However, approximate corrections for the influence of fines content (FC) on CRR are essential for evaluating the soil liquefaction (Youd et al., 2001). These differences are added to the difference in the estimation of CRR which is different for every method; this will directly affect the evaluation of the factor of safety.

2.3. Determination of the factor of safety

2.3.1. MSF

The curves of liquefaction / non-liquefaction that represent the cases where liquefaction occurred or not (Fig. 4), were taken from field measurements of earthquakes with

![Figure 4](SPT clean-sand base curve for magnitude 7.5 earthquakes with data from liquefaction case histories (Youd et al., 2001).)
magnitudes that were around 7.5 (Seed & Idriss, 1971). Consequently, the clean-sand base or CRR curves in Fig. 4, are related only to 7.5 magnitude earthquakes. To adjust these curves to magnitudes smaller or larger than 7.5, Seed et al. (1985) introduced correction factors termed magnitude scaling factors (MSFs). These factors are used to scale the CRR base curves \( \text{vs.} \ (N_1)_{60} \) plots upward or downward.

To illustrate the influence of magnitude scaling factors on calculated hazard, the equation of the factor of safety against liquefaction is written in terms of CRR, CSR, and MSF as follows:

\[
FS = \left( \frac{\text{CRR}_{7.5}}{\text{CSR}} \right) M \text{SF} \tag{32}
\]

The MSF has been questioned by many researchers; various revisions and reassessments have been proposed. However, Eq. 32 proposed by Idriss provides a fair approximation that gives reasonable risks for any given application. Consequently, Eq. 32 is highly recommended by the geotechnical engineering community.

To evaluate this factor, Seed & Idriss (1971) developed a set of MSF from average numbers of loading cycles for various earthquake magnitudes and laboratory test results. This set was reevaluated and defined in Eq. 33 and adopted by Seed et al. (1985); however, Cetin et al. (2004) and Idriss & Boulanger (2004) proposed other equations (Eqs. 34 and 35 respectively) to calculate MSF.

Seed et al.:

\[
M \text{SF} = 10^{2.24} / M^{2.56} \tag{33}
\]

Cetin et al.:

\[
M \text{SF} = (7.5 / M)^{2.23} \tag{34}
\]

Idriss & Boulanger:

\[
M \text{SF} = 6.9 \exp(-M / 4) - 0.058 \leq 18 \tag{35}
\]

2.3.2. Correction factors \( K_{\sigma} \) and \( K_{\alpha} \)

The simplified procedure was developed and validated only for some particular cases that have a low shear stress, and for depths less than 15 m with lower overburden pressures. Consequently, various correction factors were proposed in order to generalize the simplified procedure. In fact, correction factors \( K_{\sigma} \) (overburden correction factor) and \( K_{\alpha} \) (ground slope correction factor) were developed by Seed et al. (1985) to extrapolate the simplified procedure to deeper soils and to larger overburden pressure and static shear stress.

So, the FS equation is extended to include \( K_{\sigma} \) and \( K_{\alpha} \) as follows:

\[
FS = \left( \frac{\text{CRR}_{7.5}}{\text{CSR}} \right) M \text{SF} \cdot K_{\sigma} \cdot K_{\alpha} \tag{36}
\]

\( K_{\sigma} \) depends upon the effective confining pressure. It can be determined from Figs. 6 and 7.

Also, the relative density \( D_r \) of soil is used in the calculation of the overburden correction factor \( K_{\sigma} \). Seed et al. and Cetin et al. use Eq. 37 to determine \( D_r \) while Idriss & Boulanger (2004) proposed Eq. 38:

Seed et al. and Cetin et al.:

\[
(N_1)_{60} = 41D_r^2 \tag{37}
\]

Idriss & Boulanger:

\[
D_r = \sqrt{\frac{(N_1)_{60}}{46}} \tag{38}
\]

On the other hand, \( K_{\alpha} \) can be determined from Fig. 8.

In fact, the curves shown in Fig. 8 were recommended by

\[\text{Figure 6 - } K_{\sigma} \text{ values recommended by Youd et al. (2001) for } D_r = 40\%, 60\%, \text{ and } 80\%, \text{ and used by Cetin et al. (2004).}\]
Yould et al. (2001), and are to be used for research purposes. To generate values for $K_{\sigma}$, Harder & Boulanger (1997) normalized the static shear stress $\tau_s$ acting on a plane with respect to the effective vertical stress $\sigma'_0$, yielding the parameter $\alpha$:

$$\alpha = \left( \frac{\tau_s}{\sigma'_0} \right)$$

(39)

Consequently, liquefaction is predicted to occur if the factor of safety (FS), defined as the ratio of cyclic resistance ratio over cyclic stress ratio, is less than or equal to 1. However, to consider the effect of various elements on FS, correction factors (MSF, $K_{\sigma}$ and $K_{\alpha}$) are summarized and presented in Fig. 9. Since these factors are usually applied to depths greater than those verified for the simplified procedure, Yould et al. (2001) suggests that special expertise is generally required for their application.

3. Step by Step Procedure to Determine the Soil Liquefaction Potential According to the Different Deterministic Methods

The soil liquefaction is determined by applying the following methodology:

1. Define the following soil parameters using a geotechnical report:
   - Peak horizontal acceleration at the ground surface ($a_{max}$).
   - Earthquake magnitude ($M$).
   - Ground water table (GWT).
   - SPT blow counts results ($N$).
   - Total and effective vertical overburden stresses ($\sigma_v$ and $\sigma'_v$).

2. Evaluate the cyclic stress ratio (CSR):
   - Eqs. 2, 3, 4, 5 and 9 to consider the reduction coefficient ($r_d$).
   - Eq. 1 to calculate the cyclic stress ratio (CSR).

3. Evaluate the soil liquefaction resistance:
   - Eqs. 18, 19 and 20 to correct $N$-SPT values for the following correlation factors: overburden $C_n$, rod length $C_r$, non-standard sampler $C_s$, borehole diameter $C_b$, and hammer energy efficiency $C_e$ to give the normalized SPT values ($N_{160}$).
   - Eqs. 21, 28 and 30 to consider the influence of the fines content (FC), giving an equivalent SPT clean sand value ($N_{160}$).
   - Eqs. 12, 13, 15 and 16 to calculate the cyclic resistance ratio (CRR).

4. Estimate the soil liquefaction safety factor:
   - For regular depth soils
     - Eqs. 33, 34 and 35 to adjust magnitudes by the magnitude scaling factor (MSF).
   - Eqs. 37, 38 and 39 to calculate the factor of safety (FS).

Steps for evaluating the soil liquefaction safety factor:

1. Magnitude Scaling Factor (MSF) evaluation
   - Seed et al. (Equation 33)
   - Celnik et al. (Equation 34)
   - Idriss & Boulanger (Equation 35)

2. Relative Density (DR) & Other Correction Factors $K_r$ & $K_o$ evaluation
   - Seed et al. (Equation 37)
   - Celnik et al. (Equation 38)
   - Idriss & Boulanger (Equation 39)

3. Factor of Safety (FS) estimation
   - Equation (36)

Figure 7 - $K_{\sigma}$ values recommended by Idriss & Boulanger (2008) for $D_r = 40\%, 60\%$, and $80\%$.

Figure 8 - $K_{\alpha}$ values determined by Harder & Boulanger (1997).

Figure 9 - Diagram representing the factor of safety evaluation procedure for the three methods.
For deeper soils and larger overburden pressures, calculate the soil relative density $D_r$ and use Figs. 6, 7, and 8 to determine the overburden and the ground slope correction factors ($K_a$ and $K_c$).

(d) Eq. 36 to determine the factor of safety (FS).

4. Case Study: Jazan Site in Saudi Arabia

A geotechnical report of a petroleum construction site, Jazan, in Saudi Arabia, was provided by the civil engineering department of the International EPC company, Petrofac.

4.1. Description of the project

As per the geotechnical report, 'The project site is located in Jazan. As shown in Fig. 10, it is located in the southwestern part of Saudi Arabia and found between the escarpment of the Asir Mountains in the east and the Red Sea coast in the west. The plain of Jazan is part of the almost 2,000 km long marginal corridor following the Border Mountains of the Arabian Peninsula.

Many volcanic intrusions, dyke swarms and flows which occurred during the development of the Red Sea rift are characteristic in the Jazan Plain. Several small volcanic cinder cones, which are still in a good state of preservation, confirm that volcanic activity has continued to recent geologic time.

South Tank Farm Area is very close to sea and a total of eighty (80) boreholes were drilled in this area. The project site was mostly covered with silty SAND (SM) to SILT (ML)/ SILTY CLAY (CL-ML)/ CLAY (CL).

The project area on the west coast is classified under seismic zone-2B concerning seismic activities.'

4.2. Calculation tool

To calculate the liquefaction potential for the project site, this study uses the “GeoLogismiki” software LiqIT and then validates the results by an analytical methodology. LiqIT is a software used for the assessment of soil liquefaction based on commonly used field data. The calculation procedure (as shown in Figs. 3, 5 and 9) includes the evaluation of the soil “strength” expressed through CRR, according to the available field data, the estimation of the induced seismic load expressed through CSR, and the calculation of the factor of safety against liquefaction.

It should be noted that the results of the three considered methods were developed according to engineering judgment taking into consideration the uncertainties involved.

4.3. Site characterization

In order to investigate the liquefaction potential, various factors have to be pre-defined. These values are indicated in the geotechnical report.

(1) Peak Ground Acceleration (PGA) value of 0.10 g is considered for the analysis (PGA in %g = 10 for the considered site in Jazan).

(2) Earthquake Magnitude of 5.5 is taken from the earthquake magnitude record of the Saudi eastern province.

(3) Ground Water Table (GWT) is at 7 m depth.

(4) Results of the SPT field test are stated in Table 2 and soil stresses are presented in Fig. 11.

4.4. Cyclic stress ratio (CSR)

Every method presents its own equation to determine the reduction coefficient $r_d$. As shown in Fig. 12, Seed et al. and Idriss & Boulanger relationships produce relatively low differences compared to Cetin et al. which can significantly affect the evaluation of the liquefaction for some particular depths.

Based on Fig. 3, $r_d$ is the only parameter that differs in the evaluation of CSR among the three considered methods. Consequently, the difference shown in Fig. 12 directly affects the CSR evaluation shown in Fig. 13. Seed et al. results are higher than Idriss & Boulanger and Cetin et al.; the latter method gives the lowest results.

4.5. Soil liquefaction resistance

Various correction factors were applied to the N blows count of the SPT test to evaluate CRR. These factors consider the rod length, the non-standard sampler, the borehole diameter, the hammer energy efficiency, the overburden stress, the fines content, etc. These corrections differ from one procedure to another. A comparison of the various SPT blows corrected values for the three considered methods is shown in Fig. 14.

Results show the impact of the correction factors:

(1) To pass from $N$ to $N_60$, the factors that have to be considered are $C_E$, $C_B$, $C_R$, and $C_S$. These factors have limited variability. However, to pass from $N_60$ to $(N_1)_60$, the overburden correction factor $C_o$ has to be considered. This factor usually decreases with the increasing values of $\sigma''$ (Eqs. 19 and 20) and becomes lower than 1.
Table 1 - SPT field test results.

<table>
<thead>
<tr>
<th>Depth (m)</th>
<th>Field N SPT (blows /30 cm)</th>
<th>Unit weight (kN/m$^3$)</th>
<th>Fines content (%)</th>
<th>$\sigma'_v$ (kPa)</th>
<th>$u$ (kPa)</th>
<th>$\sigma''_v$ (kPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>7</td>
<td>15.00</td>
<td>77.00</td>
<td>11.25</td>
<td>0.00</td>
<td>11.25</td>
</tr>
<tr>
<td>2.00</td>
<td>8</td>
<td>15.00</td>
<td>77.00</td>
<td>22.50</td>
<td>0.00</td>
<td>22.50</td>
</tr>
<tr>
<td>3.00</td>
<td>9</td>
<td>15.00</td>
<td>77.00</td>
<td>33.75</td>
<td>0.00</td>
<td>33.75</td>
</tr>
<tr>
<td>4.00</td>
<td>10</td>
<td>16.00</td>
<td>77.00</td>
<td>45.00</td>
<td>0.00</td>
<td>45.00</td>
</tr>
<tr>
<td>5.00</td>
<td>11</td>
<td>16.00</td>
<td>77.00</td>
<td>56.25</td>
<td>0.00</td>
<td>56.25</td>
</tr>
<tr>
<td>6.00</td>
<td>12</td>
<td>16.00</td>
<td>77.00</td>
<td>67.45</td>
<td>0.00</td>
<td>67.45</td>
</tr>
<tr>
<td>7.00</td>
<td>13</td>
<td>16.00</td>
<td>77.00</td>
<td>78.60</td>
<td>0.00</td>
<td>78.60</td>
</tr>
<tr>
<td>8.00</td>
<td>14</td>
<td>16.00</td>
<td>77.00</td>
<td>89.75</td>
<td>0.00</td>
<td>89.75</td>
</tr>
<tr>
<td>9.00</td>
<td>15</td>
<td>16.00</td>
<td>77.00</td>
<td>100.90</td>
<td>0.00</td>
<td>100.90</td>
</tr>
<tr>
<td>10.00</td>
<td>16</td>
<td>16.00</td>
<td>77.00</td>
<td>112.05</td>
<td>0.00</td>
<td>112.05</td>
</tr>
<tr>
<td>11.00</td>
<td>17</td>
<td>16.00</td>
<td>77.00</td>
<td>123.20</td>
<td>0.00</td>
<td>123.20</td>
</tr>
<tr>
<td>12.00</td>
<td>18</td>
<td>16.00</td>
<td>77.00</td>
<td>134.35</td>
<td>0.00</td>
<td>134.35</td>
</tr>
<tr>
<td>13.00</td>
<td>19</td>
<td>16.00</td>
<td>77.00</td>
<td>145.50</td>
<td>0.00</td>
<td>145.50</td>
</tr>
</tbody>
</table>

Figure 11 - Soil stresses ($\sigma'_v$, $\sigma''_v$) (GWT at 7 m depth).

Figure 12 - Comparison of the reduction coefficient graphs for each method.

Figure 13 - Comparison of the CSR graphs for each method.
This is clearly shown in Fig. 15, where for all cases the curves decrease with the increasing values of $\sigma'\nu$.

(2) Since the evaluation of the fines content $FC$ is based on different processes for every method, then by considering this factor, a difference between $(N_{1})_{60}$ curves is shown in Fig. 14.

On the other hand, CRR for the three methods is calculated according to Eqs. 12, 13, 15 and 16. As shown in Fig. 16, Idriss & Boulanger and Seed et al. results are comparable while Cetin et al. results are significantly lower for the site considered. This clearly validates the studies developed in the literature and presented in Fig. 1 where Cetin et al. method gives lower resistance than the other two methods.

4.6. Factor of safety

After calculating the two fundamental parameters CSR and CRR for the three methods, the calculation of the factor of safety becomes direct, just by comparing these two parameters and considering the $M_{SF}$ ($M_{SF_{Seed}} = 2.21$; $M_{SF_{Cetin}} = 1.99$ and $M_{SF_{Idriss}} = 1.69$), the $K_{\sigma}$ and $K_{\alpha}$ factors.

For the three methods considered, Fig. 17 shows that an earthquake-induced liquefaction is not expected to occur in the Jazan petroleum site ($FS > 1$). However, the minimum safety factor obtained is around 1.4 which may be considered as unsafe by some designers for some particular cases due to the uncertainty related to the evaluation of the design conditions and related soil parameters that is considerably large.

Results show that Cetin et al. method provides the lowest FS values revealing conservative results, while Idriss & Boulanger method provides the highest results, where the FS can surpass 7 at some depths. The difference in the three methods has reached over 100% at some depths under the ground. In fact, this difference is non-linear; it is around 10-15% for $z = 2$ m; it reaches around 75% for $z = 5$ m, particularly between Cetin et al. and Seed et al.; it is about 30% for the range of 10-20 m depth, however, it may reach more than 300% for high depths ($z = 30$ m).

On the other hand, even if Seed et al. method delivers some comparable results with the Idriss & Boulanger method, Seed et al. seems to deliver relatively moderate results for this case.
Finally, the difference between the three methods is significant for high depths \((z > 22 \text{ m})\). This is caused by the uncertainty related to the application of the simplified procedures for high depths where other problematic considerations have to be investigated.

5. Conclusions

This paper compares three deterministic liquefaction correlations presented by Seed et al., Cetin et al. and Idriss & Boulanger. A case study of a site located in the south of Saudi Arabia is considered, the petroleum site of Jazan, which can be considered as representative of the south of Saudi Arabia area. The civil engineering department of the International EPC company, Petrofac, has supported this study by delivering a geotechnical report of the site. This report provides all the necessary information needed to examine the soil liquefaction potential, with all the required parameters for the three methods. Based on SPT results of tests executed on site, the three methods were evaluated and a step by step analytical method is realized with the assistance of LiqIT software.

The calculation of CRR, CSR and FS was developed as per the three methods and the following conclusions can be made:

1. For the Jazan case study, the procedure of Cetin et al. leads to lower FS compared to Idriss & Boulanger.
2. For the considered case, the procedure of Cetin et al. can be considered as a conservative procedure and leads to relatively non-economical results of the factor of safety FS.
3. In this particular case, the procedure of Idriss & Boulanger gives high values for FS; on one hand, it is an economical solution and on the other it can be considered less safe.
4. Between the three procedures, Seed et al. is the one that gives relatively moderate results.
5. For a depth \(z > 22 \text{ m}\), the difference between the three methods becomes significant. This difference can be linked to the fact that the applications of the simplified procedures are not verified for high depths and require more complex conditions that need to be considered.
6. All the procedures show that the liquefaction potential in the Jazan site in the south of Saudi Arabia is relatively minor, and no serious precaution actions for liquefaction need to be taken in the future; in any event, a specialized engineering judgment is always recommended.

In summary, for the petroleum site of Jazan, an earthquake-induced liquefaction is not expected to occur. However, there is a significant difference between the investigated deterministic liquefaction correlations methods for this case study. Even though Seed et al. is considered as the moderate method in this case, these results may vary in case a different location is considered due to the uncertainties related to the design conditions and related soil parameters that affect the overall liquefaction potential assessment.
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Soil Classification System from Cone Penetration Test Data Applying Distance-Based Machine Learning Algorithms

L.O. Carvalho, D.B. Ribeiro

Abstract. Most work from the literature dedicated to soil classification systems from cone penetration test (CPT) data are based on simple two-dimensional charts. One alternative approach is using machine learning (ML) to produce new soil classification systems or to reproduce existing ones. The available studies within this research field can be considered limited, once most of them do not include more than two inputs within their analysis and are applicable only to specific regions. In this context, the aim of this work is to use distance-based ML techniques to replicate two chart-based methods from the literature. Up to five input feature combinations are tested, with the objective of discussing geotechnical aspects of soil classification systems. Results are compared using the statistical test of Friedman with the post-hoc statistics of Nemenyi and the signed-rank statistical test of Wilcoxon. The used dataset can be considered diversified because it contains 111 CPT soundings from several countries. Results show that the used ML techniques maintain reasonable accuracy when inputs are substituted and when incomplete data is used, which can lead to cost reduction in real engineering projects. It is important to notice that these observations would not be possible by using the replicated soil classification systems alone.

Keywords: cone penetration test, distance-based algorithms, machine learning, soil classification system.

1. Introduction

Most available systems for soil classification from CPT data use two-dimensional charts divided into regions which represent different soil types. Initially, these charts were based on soil type (grain size and plasticity) and used raw CPT data, like cone resistance and lateral friction (Beggemann, 1965). Nonetheless, later studies produced better classification methods by focusing on soil behavior and by proposing normalizations for CPT data (Douglas, 1981; Robertson et al., 1986). Some popular classification methods make use of two charts instead of one, combining three normalized variables in pairs. In this context, some work propose normalizations to include the influence of depth and overburden (Robertson, 1990). Nevertheless, these methods are not accurate for offshore soils (Jeffries & Davies, 1991) due to the dilative behavior of highly overconsolidated clays commonly found in deep water soils (Robertson, 1991). This limitation is supported by experimental data (Jeffries & Davies, 1991; Ramsey, 2002). Thus, these methods fail to distinguish stiff or dense granular soils from overconsolidated clay (Schneider et al., 2008). Different normalizations and charts were proposed to address this problem (Schneider et al., 2008; Schneider et al., 2012). Nonetheless, Robertson (2016) affirms that soil classification systems that use charts may not be reliable for structured soils, meaning aged or cemented, like some offshore soils. He also recommends to consider soils structured if a modified normalized small-strain rigidity index $K_s^*$ is above 330, although some geotechnical judgment is required.

Another possible approach for soil classification systems from CPT data is based on the use of statistics and ML techniques. Most authors interested in solving general geotechnical problems use artificial neural networks (ANN) to predict values of interest such as soil parameters (Goh, 1995; Goh, 1996; Schaap et al., 1998; Juang & Chen, 1999; Kumar et al., 2000; Juang et al., 2002; Juang et al., 2003; Hanna et al., 2007). Nevertheless, one can find work using support vector machines (SVM) (Goh & Goh, 2007), decision trees (DT) (Livingston et al., 2008) and random forests (RF) (Kohestani et al., 2015). For soil classification systems there are two main approaches, one is replicating existing soil classification systems and the other is trying to propose new ones. Most work in this research field are dedicated to the latter approach, using data clustering (Hegazy & Mayne, 2002; Facciorussi & Uzielli, 2004; Liao & Mayne, 2007; Das & Basudhar, 2009; Rogiers et al., 2017). Usually, among the few work that investigate replicating existing soil classification systems such as Robertson charts (Arel, 2012), the only ML technique tested is ANN (Kurup & Griffin, 2006; Reale et al., 2018). Nonetheless, there is a study that compares different ML techniques when replicating existing systems for soil classification (Bhattacharya & Solomatine, 2006), although the used
dataset is restricted to few CPT soundings which are all taken from the same location. Other work related to classifying soil with ML are Bilski & Rabarijoely (2009), Rao et al. (2016) and Chandan & Thakur (2018).

In this work, two chart-based soil classification systems proposed by Robertson (1991) and Robertson (2016) are replicated using distance-based ML techniques. These techniques were elected among other options for their simplicity and because there is a lack in the literature for this type of approach. The objective is to investigate and discuss the stratigraphic aspects of soil classification systems that cannot be disclosed by using the original Robertson methods. First, the stratigraphic profiles of 111 CPT soundings taken within several countries are obtained using a student version of CPeT-IT v2.0.2.5 software (Ioannides & Robertson, 2016), which employs Robertson charts in a soil classification system. Next, the so-called k-nearest neighbor (KNN) and distance-weighted nearest-neighbor (DWN) ML techniques are used to replicate Robertson (1991) and Robertson (2016) charts. For each ML technique and each classification method, 33 input feature combinations are tested and all results are compared using the Friedman statistical test (Friedman, 1937) with the Nemenyi post-hoc statistics (Nemenyi, 1963) and the Wilcoxon statistical test (Wilcoxon, 1945). The proposed discussions produced several original contributions, like showing that:

1. Distance-based ML techniques are capable of reproducing Robertson soil classification systems with good accuracy;
2. Reasonable accuracy can be obtained without normalizations proposed in the literature for the CPT data;
3. Including soil age as an input feature contributes for distinguishing between soil classes.

2. Soil Classification Systems

In this work, two soil classification systems available within a student version of CPeT-IT software are replicated using distance-based ML techniques. The objective of this section is to present the theory that sustains each of these methods.

2.1. Influenced by soil type (IST)

The first replicated method is based on the work of Robertson (1991). Although it was idealized to be oriented towards a behavioral classification, the labels assigned to classes are inspired by conventional soil type classes, showing even some compatibility with real soil types (Kurup & Griffin, 2006). For this reason, this method is here considered influenced by soil type, being referred to as IST throughout this text. It adopts nine possible soils types, within which two are said to be heavily overconsolidated or cemented. The IST classes are in Table 1.

The initial inputs used by CPeT-IT to classify soil with the IST method are raw CPT data, named cone resistance $q$ (MPa), lateral friction $f_s$ (kPa), pore pressure measured behind the cone tip $u$ (kPa) and depth $z$ (m). These values are used to obtain the input features originally considered by Robertson (1990), named normalized cone resistance $Q_t$ (Eq. 1), normalized friction ratio $F_r$ (Eq. 2) and normalized excess pore pressure $B_q$ (Eq. 3). The cone resistance normalization was later updated to $Q_t$ (Schneider et al., 2008), resulting in the charts presented in Figs. 1a and 1b. Beside the nine classes predicted within these charts, an additional class 0 is used for misclassified soils.

To obtain the normalized values, first the raw cone resistance $q$ is replaced by the total cone resistance $q_t$ to compute the pore pressure assisting cone penetration. Next step is estimating the soil unit weight $\gamma$ (kN/m$^3$) (Lunne et al., 2002; M ayne et al., 2010; Mayne, 2014), which is used to obtain the total overburden pressure $\sigma_{o'}$ (kPa) and the effective overburden pressure $\sigma_{o'}^{\prime}$ (kPa). If the water table is not known, it can be estimated by fitting a straight line in the chart $z \times u$ (Fig. 2) when a drained penetration is observed. The water table depth is then used to compute the equilibrium pore pressure $u_0$, which is used to determine the excess pore pressure $u - u_0$.

Given these estimations, the following normalizations are obtained:

\begin{align}
Q_t &= \frac{q_t - \sigma_{o'}^{\prime}}{\sigma_{o'}^{\prime}} \\
F_r &= \frac{f_s}{q_t - \sigma_{o'}^{\prime}} \\
B_q &= \frac{u - u_0}{Q_t - \sigma_{o'}^{\prime}}
\end{align}

Nevertheless, work from the literature state that the exponent $n$ of $\sigma_{o'}^{\prime}$ ($n = 1$ in Eq. 1) should vary from 0.5 for sands to 1 for clays (Zhang et al., 2002). To calculate $n$, one can consider its correlation with the classification index $I_c$ (Robertson, 2009):

\begin{equation}
I_c = [(3.47 - \log Q_t)^2 + (\log F_r + 1.22)^2]^{0.5}
\end{equation}

The normalized cone resistance $Q_t$, is then given by:

<table>
<thead>
<tr>
<th>Table 1 - IST classes.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Sensitive, fine grained</td>
</tr>
<tr>
<td>2) Organic soils - peats</td>
</tr>
<tr>
<td>3) Clays - clay to silty clay</td>
</tr>
<tr>
<td>4) Silt mixtures - clayey silt to silty clay</td>
</tr>
<tr>
<td>5) Sand mixtures - silty sand to sandy silt</td>
</tr>
<tr>
<td>6) Sands - clean sand to silty sand</td>
</tr>
<tr>
<td>7) Gravelly sand to sand</td>
</tr>
<tr>
<td>8) Very stiff sand to clayey sand</td>
</tr>
<tr>
<td>9) Very stiff, fine grained</td>
</tr>
</tbody>
</table>
and the exponent $n$ can be written as:

$$n = 0.381 \ln e + 0.05 \left( \frac{\sigma'_{vo}}{p_a} \right) - 0.15$$  \hspace{1cm} (6)$$

where $p_a = 0.1$ MPa is a reference pressure.

The CPET-IT software uses only the $Q_{tn} \times F_r$ chart to generate the soil classification system outputs. Soil is considered misclassified and is labeled with class 0 if the values obtained for $Q_{tn}$ and $F_r$ are not within the ranges presented in this chart.

2.2. Focused on soil behavior only (FSB)

The system proposed by Robertson (2016) establishes a full behavioral-oriented soil classification, which is why it is here considered more focused on soil behavior and named FSB throughout this text. FSB method includes seven classes (Table 2).

One can observe that the three main soil types are sand-like, clay-like and transitional. Each of these soil types is divided into contractive or dilative. A seventh class

**Table 2 - FSB classes.**

1) CCS: Clay-like – Contractive – Sensitive
2) CC: Clay-like – Contractive
3) CD: Clay-like – Dilative
4) TC: Transitional – Contractive
5) TD: Transitional – Dilative
6) SC: Sand-like – Contractive
7) SD: Sand-like – Dilative

Figure 1 - a) $Q_{tn} \times F_r$ chart from Robertson (1991) updated by Robertson (2009). b) $Q_{tn} \times B_q$ chart from Robertson (1991) updated by Robertson (2009).

Figure 2 - a) Excess pore pressure.
is reserved for contractive clays that have high sensitivity to disturbance, which can be related to the friction ratio using the expression \( S_t = 7.1/F_r \) (Robertson, 2009). If sensitivity is greater than 3, which corresponds to \( F_r < 2\% \), then the clay is considered sensitive. The upper limit for the normalized cone resistance for sensitive clays is defined as 10 because they are soft.

Likewise for the IST system, \( q_c, f_s, u_e \) and \( z \) are the initial inputs used by CPeT-IT to classify soil with the FSB system. Nonetheless, in this case the soil classification system is based on the charts shown in Figs. 3 and 4, which use the normalized cone resistance \( Q_m \), the normalized friction ratio \( F_r \) and the normalized excess pore pressure \( U_2 \) (Schneider et al., 2008) as inputs. The FSB method also includes a class 0 for misclassified soil, which is identified if \( Q_m, F_r \) or \( U_2 \) are not within the ranges presented in the charts and if the class given by both charts is not the same.

The excess pore pressure normalization \( U_2 \) is obtained as:

\[
U_2 = \frac{u_e - u_0}{c'_{u0}}
\]  

(7)

The curves that separate soil classes are inspired by Schneider et al. (2008) and Schneider et al. (2012). The \( Q_m \times F_r \) chart has closely circular curves in the IST method, while in Robertson (2016) the curves have hyperbolic shapes as suggested by Schneider et al. (2012). The \( Q_m \times U_2 \) chart was taken from Schneider et al. (2008) with minor changes, containing the classes originally proposed there.

### 3. Distance-Based Techniques

In this work, distance-based ML techniques are used to replicate the soil classification systems described in Section 2. These ML techniques have the advantage of using an approach similar to the chart-based methods to be replicated, representing soil examples as points in a space composed by the input features. It also uses the hypothesis that, if two soil examples produce close points, they are similar. One way of measuring the distance between points is with the Euclidean metric. Considering a pair \((x_i, x_j)\) of objects in a d-dimensional feature space, the distance between them is given by:

\[
dist(x_i, x_j) = \sqrt{\sum_{i=1}^{d} |x_i - x_j|^2}
\]  

(8)

The distance-based ML algorithms used in this work predict the class of an unknown example using a dataset of examples whose classes are known. The simplest strategy is detecting which known example produces a point that is the nearest neighbour of the point that represents the unknown example. It is then assigned to the unknown example the same class of its nearest neighbor (Cover & Hart, 1967).

Figure 3 - \( Q_m \times F_r \) chart from Robertson (2016).

Figure 4 - \( Q_m \times U_2 \) chart from Robertson (2016).
It is also possible to use an arbitrary number \( k \) of nearest neighbors and decide the class of the unknown example by voting, which corresponds to the \( k \)-nearest neighbors (KNN) technique. Tests can be performed to calibrate which \( k \) leads to best predictive performance. In this work, only odd values of \( k \) are tested starting from one, increasing \( k \) until decreasing predictive performance is observed.

It is also possible to weight the votes, so that closer neighbors are more valued than farther ones. In this case, the technique is named distance-weighted nearest neighbor (DWNN) (Dudani, 1976). One specific way for defining these weights is by using Gaussian weighting, which is defined by the following expression (Hechenbichler & Schliep, 2004):

\[
w(\text{dist}) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} \text{dist}^2}
\]  

where \( \text{dist} \) is the distance value. In this work, the KNN and the DWNN with Gaussian weighting are used and compared to replicate the soil classification systems presented in Section 2.

4. Methodology

4.1. Datasets description

The ML programs used in this work require a dataset of known examples to predict new examples. This dataset can be formatted as a table, where each line represents a different soil example. Input features are represented as columns and the last column contains the output feature. Table 3 presents a sample with 10 soil examples (lines), within a 0.45 m soil layer. In this sample, the inputs are raw CPT data and the output is the corresponding IST soil class, obtained using the CPeT-IT software. This program is also used to produce other input-output combinations for the ML techniques, as described with more detail in Section 4.3.

Table 3 - Sample of soil examples.

<table>
<thead>
<tr>
<th>( z ) (m)</th>
<th>( q ) (MPa)</th>
<th>( f ) (kPa)</th>
<th>( u_t ) (kPa)</th>
<th>IST Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.00</td>
<td>16.93</td>
<td>55.84</td>
<td>120.32</td>
<td>6</td>
</tr>
<tr>
<td>13.05</td>
<td>16.53</td>
<td>46.32</td>
<td>124.47</td>
<td>6</td>
</tr>
<tr>
<td>13.10</td>
<td>10.14</td>
<td>36.69</td>
<td>129.95</td>
<td>6</td>
</tr>
<tr>
<td>13.15</td>
<td>7.13</td>
<td>24.76</td>
<td>146.66</td>
<td>6</td>
</tr>
<tr>
<td>13.20</td>
<td>4.92</td>
<td>22.80</td>
<td>159.58</td>
<td>6</td>
</tr>
<tr>
<td>13.25</td>
<td>3.90</td>
<td>21.47</td>
<td>163.42</td>
<td>5</td>
</tr>
<tr>
<td>13.30</td>
<td>3.28</td>
<td>21.46</td>
<td>159.58</td>
<td>5</td>
</tr>
<tr>
<td>13.35</td>
<td>2.73</td>
<td>23.89</td>
<td>153.03</td>
<td>5</td>
</tr>
<tr>
<td>13.40</td>
<td>3.70</td>
<td>33.80</td>
<td>148.37</td>
<td>5</td>
</tr>
</tbody>
</table>

They are the same ones used in Robertson (2016) to produce the FSB method, which is described in Section 2.2. Once detailed information about these soundings can be found in the original reference, only a brief description about them is presented in Table 4.

The first column of Table 4 gives a general description of the soil types within the CPT soundings. The second identifies where soundings were taken and the third gives the geological age when the soil was deposited. The last column presents a discrete ordered variable named “class of geology” (CG), considering the most recent age 1 and the other numbered sequentially to the oldest. The information from these 38 soundings plus the variable CG compose the here named geological dataset. The objective of including CG, as an input feature in some of the studies presented in Section 5, is investigating if information about geological age can help differentiate one soil class from the other.

Another 73 CPT soundings were obtained from the website of Professor P.W. Mayne, whose information is summarized in Table 5. Further detail about the soundings can be found on the website. All these soundings were taken within the United States of America and more specific information about location is presented in the table. Information about geological age was not available for these soundings, so they are not included in studies that make use of the variable CG. These soundings grouped with the ones sent by Robertson compose the here named complete dataset, totaling 111 CPT soundings. All CPT data used in this dataset were taken in intervals of 2 to 5 cm, the pore pressure was measured behind the cone tip (\( u_t \)) and the raw cone tip resistance \( q_t \) was corrected to \( q \) using CPeT-IT.

4.2. Data preprocessing

In this work, all CPT data were used to classify soil using the CPeT-IT software, which was later replicated using the methods described in Section 3. The accuracy of the final results depends on the quality of the used datasets, which can be improved with data preprocessing.

The first problem is that distance-based ML techniques are sensitive to data scale. When the distance between points is calculated, the importance of input features that vary within large ranges tends to be emphasized, while the ones with low variation tend to be ignored. The solution adopted here is normalizing all input features to the interval \([0, 1]\).
techniques presented in Section 3 are here used to replicate CPeT-IT, these errors tend to be also replicated. Although it is difficult to completely eliminate noise from the datasets, it is desirable to reduce them as much as possible in order to avoid classification errors. In this work, dataset cleaning was first performed manually, removing the noisy examples that could be easily identified. This procedure was then complemented by an automatic cleaning procedure that makes use of the box-plots of the input features, as illustrated in Fig. 5.

In the box-plot, the base of the rectangle represents the first quartile $Q_1$ and the top of the rectangle represents the third quartile $Q_3$. The whiskers above and below the rectangle represent the interval $[Q_1 - 1.5 \times IQ, Q_3 + 1.5 \times IQ]$, where $IQ = Q_3 - Q_1$. Values outside this range (white circles) are identified as potential outliers. Preliminary tests have shown that removing all potential outliers affects accuracy, which indicates that relevant information is being eliminated. To solve this problem, the Edit Nearest Neighbor technique (Wilson, 1972) is used in this work as a second criterion to decide if each potential outlier will be, in fact, removed. This technique compares the potential outlier with its nearest neighbor and removes it only if the classes given by CPeT-IT do not match.

This procedure is illustrated in Fig. 6 for two input features, where the white dot represents the potential outlier and the black dots represent other known examples from the dataset. The numbers close to each dot represent the class assigned by CPeT-IT. One can observe that, in this example, the classes of the potential outlier and its nearest

<table>
<thead>
<tr>
<th>Location</th>
<th>Number of soundings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gosnell, Arkansas</td>
<td>1</td>
</tr>
<tr>
<td>Lenox, Tennessee</td>
<td>1</td>
</tr>
<tr>
<td>Memphis, Tennessee</td>
<td>16</td>
</tr>
<tr>
<td>Dexter, Missouri</td>
<td>6</td>
</tr>
<tr>
<td>Mooing, Tennessee</td>
<td>6</td>
</tr>
<tr>
<td>Marked Tree, Arkansas</td>
<td>19</td>
</tr>
<tr>
<td>Collierville, Tennessee</td>
<td>1</td>
</tr>
<tr>
<td>M eramec, Missoumi</td>
<td>4</td>
</tr>
<tr>
<td>O pelika, Alabama</td>
<td>4</td>
</tr>
<tr>
<td>Wilson, Arkansas</td>
<td>4</td>
</tr>
<tr>
<td>Wolf, Wyoming</td>
<td>7</td>
</tr>
<tr>
<td>Wyatt, Missoumi</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td>73</td>
</tr>
</tbody>
</table>

### Table 4 - Geological dataset (Robertson, 2016) (Classification in terms of geology age - GC).

<table>
<thead>
<tr>
<th>General soil type</th>
<th>Identification</th>
<th>Geological age</th>
<th>CG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixed Soils</td>
<td>UBC, Canada</td>
<td>Holocene</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Venice Lagoon, Italy</td>
<td>Holocene</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Ford Center, USA</td>
<td>Pleistocene</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>San Francisco, USA</td>
<td>Late Pleistocene</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Tailings, USA</td>
<td>Recent</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>UBC KIDD, Canada</td>
<td>Holocene</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>UBC KIDD, Canada (2)</td>
<td>Holocene</td>
<td>2</td>
</tr>
<tr>
<td>Soft Clay</td>
<td>Bothkennar, RU</td>
<td>Holocene</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Burswood, Perth, Australia</td>
<td>Holocene</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Onsoy, Norway</td>
<td>Holocene</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Amherst, USA</td>
<td>Late Pleistocene</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>San Francisco Bay, USA</td>
<td>Holocene</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>San Francisco Bay, USA (2)</td>
<td>Holocene</td>
<td>2</td>
</tr>
<tr>
<td>Soft Rock</td>
<td>Newport Beach, USA</td>
<td>Miocene</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>LA Downtown, USA</td>
<td>Miocene</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Newport Beach, USA (2)</td>
<td>Miocene</td>
<td>5</td>
</tr>
<tr>
<td>Stiff Clay</td>
<td>Madingley, UK</td>
<td>Cretaceous</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Houston, USA</td>
<td>Pleistocene</td>
<td>4</td>
</tr>
</tbody>
</table>
neighbor are the same. This means that this potential outlier will be maintained.

The next issue to be evaluated is if the number of examples within each soil class is balanced, considering both IST and FSB methods. Severe unbalance can compromise the accuracy of distance-based ML techniques because they tend to focus majority classes and ignore minority classes. The distribution of examples among classes can be checked using histograms, as presented in Figs. 7a and 7b for the complete dataset and Figs. 7c and 7d for the geological dataset.

One can observe that the classes are, in fact, imbalanced, which is expected for real CPT soundings. In this work, data imbalance is prevented by eliminating examples of majority classes and creating new artificial examples for minority classes. Preliminary results have shown that random elimination does not affect predictive performance, which can be explained by the fact that CPT data contains redundancies due to several data items being taken within each soil layer.

To create new artificial examples for minority classes, the SMOTE (Chawla et al., 2002) technique was used. For better distribution within the input feature space, it is here proposed to estimate each $d$-dimensional new artificial object from $d+1$ original examples. This corresponds to the vertex number of a $d$-dimensional simplex. The maximum between 1000 and two times the number of elements of the minority class was stipulated as the final number of elements of each class for the balanced dataset. Once class 0 of the IST method could not be well represented within the geological dataset even with the use of SMOTE, examples of this class were completely removed from the geological dataset.

4.3. General strategy

Two ML algorithms are tested and compared, the classical KNN and the Gaussian DWNN, with respect to their capacity for replicating the IST and FSB soil classification systems. This comparison is made using several input feature combinations, including three basic sets:

- First set: depth $z$ (m), corrected cone resistance $q_t$ (MPa), lateral friction $f_l$ (kPa) and pore pressure behind the cone tip $u$ (kPa);
- Second set: depth $z$ (m), normalized cone resistance $Q_n$, normalized lateral friction $F_n$ (%) and normalized pore pressure $B_n$;
- Third set: depth $z$ (m), normalized cone resistance $Q_n$, normalized lateral friction $F_n$ (%) and normalized pore pressure $U_n$.

The first set contains only non-normalized parameters, the second contains inputs of the IST method combined with depth and the third contains inputs of the FSB method combined with depth. For the main analysis, all combinations of two, three and four input features within each set were tested, although not all of them are presented in Section 5. Aditonal selected input feature combinations are tested in three complementary studies.

In order to generate statistically relevant comparisons, a 10-fold cross-validation procedure (Stone, 1974) was applied to evaluate classification accuracy. The procedure starts by randomly separating the dataset into ten partitions or folds with approximately the same size, maintaining the same proportion between classes observed in the complete dataset. At each cross-validation round, one partition is left for testing, one partition (chosen at random) is chosen as a validation set and the remaining partitions compose the training set. The validation set is used to calibrate the best number of neighbors $k$ to be used in the distance-based algorithms.

For each cross-validation round, the average of the accuracies per class are taken. This avoids disregarding mi-
nority classes in the performance evaluation. After all folds are used for testing, a mean and a standard deviation accuracy performance are computed. For comparing the results of the experiments, the Friedman statistical test (Friedman, 1937) with the Nemenyi post-hoc statistics (Nemenyi, 1963) and the Wilcoxon statistical test (Wilcoxon, 1945) are used, based on the 10 accuracies recorded (per test fold).

5. Results and Discussion

A total of 132 classification results were generated to produce the comparisons presented in this main analysis: 2 replicated classification methods (IST and FSB described in Section 2) × 33 input feature combinations × 2 distance-based classification algorithms. The units used for the input features are \( z (m) \), \( q \) (MPa), \( f_s \) (kPa), \( u_t \) (kPa), \( F \), (%) and the other ones are dimensionless. Each predicted soil class is compared to the one originally given by CPeT-IT to compute accuracy. Tables present the mean and standard deviation accuracy obtained within the 10-fold cross-validation procedure described in Section 4.3.

Combinations that presented best performance with KNN for replicating IST outputs are presented in Table 6. Once the first combination uses the original IST inputs and outputs, it was expected that it would lead to the highest mean accuracy among all. Nonetheless, results of the Friedman statistical test with the Nemenyi post-hoc statistics show a statistical equivalence between the first two combinations in Table 6. Thus, the last two combinations shown in Table 6 can be considered of lower performance. This

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Elected k</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q_n, F_r )</td>
<td>1</td>
<td>96.52</td>
<td>0.57</td>
</tr>
<tr>
<td>( Q_n, F, U_1 )</td>
<td>3</td>
<td>94.70</td>
<td>0.96</td>
</tr>
<tr>
<td>( Q_n, z F )</td>
<td>1</td>
<td>93.49</td>
<td>0.67</td>
</tr>
<tr>
<td>( Q_n, z F, U_2 )</td>
<td>1</td>
<td>92.54</td>
<td>1.12</td>
</tr>
</tbody>
</table>
shows that including more features among the original ones does not contribute to improve performance in this case. The same comparison is proposed for the combinations that lead to the best performance with the Gaussian DWNN technique for replicating IST outputs, which are presented in Table 7. One can observe that results are very close to those presented in Table 6, reinforcing the same conclusions.

Considering now the classical KNN technique for replicating FSB outputs, the best feature combinations are presented in Table 8. In this case, the Friedman statistical test with the Nemenyi post-hoc statistics show that last two feature combinations are equivalent and statistically better than the first two. One can observe that, as expected, the best combination for this case include all three original FSB inputs, named $Q_z$, $F$, and $U_z$. However, associating depth to these features contributed to improve performance, even with the biasing due to the way in which the outputs were generated.

In the end, the feature combinations that produced best performance for the Gaussian DWNN technique for replicating FSB outputs are presented in Table 9. One can observe that the results are very close to the ones from Table 8, reinforcing that using original FSB inputs leads to good accuracy and that including depth among these features contributes to improve performance.

### Table 7 - Best DWNN predictive results for replicating IST.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Elected k</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_z$, $F_z$</td>
<td>1</td>
<td>96.52</td>
<td>0.57</td>
</tr>
<tr>
<td>$Q_z$, $F_z$, $U_z$</td>
<td>1</td>
<td>94.63</td>
<td>0.98</td>
</tr>
<tr>
<td>$Q_z$, $zF_z$</td>
<td>1</td>
<td>93.49</td>
<td>0.67</td>
</tr>
<tr>
<td>$Q_z$, $zF_z$, $U_z$</td>
<td>1</td>
<td>92.63</td>
<td>1.02</td>
</tr>
</tbody>
</table>

### Table 8 - Best KNN predictive results for replicating FSB.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Elected k</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_z$, $F_z$</td>
<td>7</td>
<td>88.79</td>
<td>0.40</td>
</tr>
<tr>
<td>$Q_z$, $zF_z$</td>
<td>1</td>
<td>91.86</td>
<td>0.28</td>
</tr>
<tr>
<td>$Q_z$, $F_z$, $U_z$</td>
<td>3</td>
<td>92.97</td>
<td>0.46</td>
</tr>
<tr>
<td>$Q_z$, $zF_z$, $U_z$</td>
<td>1</td>
<td>93.83</td>
<td>0.55</td>
</tr>
</tbody>
</table>

### Table 9 - Best DWNN predictive results for replicating FSB.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Elected k</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_z$, $F_z$</td>
<td>7</td>
<td>88.90</td>
<td>0.40</td>
</tr>
<tr>
<td>$Q_z$, $zF_z$</td>
<td>1</td>
<td>91.86</td>
<td>0.28</td>
</tr>
<tr>
<td>$Q_z$, $F_z$, $U_z$</td>
<td>1</td>
<td>93.02</td>
<td>0.38</td>
</tr>
<tr>
<td>$Q_z$, $zF_z$, $U_z$</td>
<td>1</td>
<td>93.83</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Concerning more general observations, both tested ML techniques presented good performance for replicating both soil classification systems. With respect to the non-normalized inputs, good performance can be observed when they are associated with depth. For IST and both ML techniques, for example, accuracy is around 70% when only $q$ and $f_z$ are used as input features, but rises close to 90% when $z$ is included. These observations suggest that proposing a soil classification system that uses only raw CPT data would be feasible if depth is included. Nevertheless, one should notice that confirming this hypothesis would require further studies.

Another general observation concerns evaluating which classification technique is better, comparing the classical KNN and the Gaussian DWNN. The Wilcoxon test was employed for this task adopting a p-value of at most 5%. Comparing all combinations, results show that the Gaussian DWNN presents better predictive performance than the classical KNN.

### 6. Conclusions and Recommendations

In this work, distance-based ML techniques are used to replicate systems for soil classification from CPT data. It is important to notice that the proposed discussions and obtained conclusions would not be possible by using the original soil classification systems alone, because these original methods do not allow changing input features. It was the flexibility of the ML techniques that made possible to evaluate if raw inputs without normalizations have enough information for reproducing the original methods accurately, for example.

The main advantages of the proposed approach are the ease of applying it to different datasets and little adaptation required for it to be associated with other ML techniques. The use of distance-based techniques can also be considered advantageous for its simplicity, once accurate results were obtained. Thus, the presented method can be considered rigorous compared to other work from the literature that make use of ML applications in geoscience, which do not present a data analysis as detailed as in Section 4.

A total of 132 tests were performed to draw the discussions and conclusions presented and in all of them the mean accuracy is above 85%, which can be considered reasonable within geotechnical applications. Notice the good results obtained using raw parameters, which suggests that would make sense to dismiss some types of data normalization that are proposed in the literature for soil classification systems. Reducing data normalization is advantageous because any data transformation proposed to the original dataset tend to diminish its original information, specially if the original number of input features is reduced. Results presented here are not sufficient to affirm that using raw parameters would lead to greater performance, nonetheless...
they can justify future studies about this issue. Other conclusions to be pointed out are:

- Highest accuracies were obtained when using the original IST inputs and outputs;
- Including depth as an input increased accuracy, in most cases;
- Gaussian DWNN is better than the classical KNN, considering the Wilcoxon test with a p-value of at most 5%.

Future studies that can be conducted include applying and comparing different ML techniques to this same problem, discussing other geotechnical issues about soil classification systems that can not be exposed using distance-based techniques. Another possible investigation is applying clustering techniques to the problem, taking advantage of the ease of increasing dimensionality to test several normalized and non-normalized feature combinations. Thus, CPT data can be associated with data from other in situ experiments like the standard penetration test or the flat dilatometer test, exploring the problem with even higher dimensionality.
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An Alternative Method to Estimate the Effective Energy During Pile Driving Based on Set and Elastic Rebound Records

A. Querelli, F. Massad

Abstract. Although the dynamic load test technique has been developed for a long time, it became very popular in Brazil over the last 20 years (especially after the publication of Brazilian standard NBR 6122, in 2010). However, the site quality control of driven piles in respect to the resistant capacities remains with the practical application of the so-called “dynamic formulas”. Most of the established formulations use a key parameter of the driving event: the driving system efficiency, whose calibration is performed with dynamic monitoring. However, assuming a single value for the efficiency in order to extrapolate it to non-tested piles of the site requires a much more careful analysis of the test than that which has been carried out in practice. The aim of this paper is to discuss the issues involving the efficiency assessment based on the dynamic test and to propose an alternative method of estimating the effective energy during driving through measurements of set and elastic rebound. The method application was verified in comparison with 692 dynamic test records (526 in concrete and 166 in steel piles) of twelve sites spread across seven different locations in Brazil.

Keywords: driven piles, dynamic testing, PDA, effective energy, efficiency, elastic rebound, set.

1. Introduction

In order to control the resistant capacity of driven piles, the Brazilian practice is based on two different approaches: by sampling or the universal one. The sampling approach is limited to a small number of piles. It consists in performing pile load tests, sometimes static, but mostly dynamic. The universal controls are the ones extended to all piles of the site. There are two of them to highlight: the set and the elastic rebound. About them, the Brazilian standard NBR 6122 states: “the set and the elastic rebound must be measured in all piles” (ABNT, 2010).

The measure of set ($s$) refers to the permanent (plastic) displacement of the pile after a single hammer blow (ABNT, 2010). However, even the Brazilian standard itself recognizes that the magnitude of such a measure is extremely small, making it difficult to be precisely read. Aiming to make it easier, the technical community agreed to denominate as “set” the average permanent displacement of ten sequential blows of the hammer (Alves et al., 2004).

The set is the main tool that a site engineer has for demanding the end of driving: in Brazilian practice, a certain value of set is specified to ensure the desired resistance after driving.

The elastic rebound ($K$) is a dynamic measure which indicates the elastic displacements recovered in the blow. Alonso (1991) defines it as “the elastic portion of the maximum displacement of the pile”. It is composed by both the elastic shortening of the pile element itself ($C_2$) and the elastic displacement of the soil under the pile tip ($C_3$), also called “toe quake”, as displayed by Eq. 1:

$$ K = C_2 + C_3 $$

Both set and rebound can be obtained simultaneously and in a very simple and inexpensive way: a pencil is supported by a stationary reference with its tip pressed against a piece of paper attached to the pile. Then, the pile is hammered (usually ten times), resulting in a graph such as presented in Fig. 1.

In Fig. 1, the record was performed for ten strokes: the measured set ($s$) is 1.3 mm (average penetration) and the elastic rebound ($K$) is 20 mm.

The main utility of these two measurements is to estimate the pile resistant load by means of dynamic formulas. Those equations are very familiar to the technical community and still widely used as tools for design and quality control of driven piles. These formulas are intended to obtain the mobilized resistance by means of: a) the elastic rebound ($K$), b) the set ($s$) and c) the effective applied energy, considering all sources of loss.

There are several criticisms regarding dynamic formulas. Fellenius (2018), for example, stated: “basing a pile design today on a dynamic formula shows unacceptable ignorance and demonstrates incompetence”. It is a tough, but reasonable assertion: because of the inherent uncertainties and scatter, the dynamic formulas should not be the primary basis of a foundation design. Instead, some authors highlight that they could be used as auxiliary tools in the quality...
and performance control of driven piles. A ves et al. (2004) mention that “the use of these formulas should be restricted to the control of the piling uniformity” and also “as an end-of-driving criterion”. As Chellis (1951) says: that calculated resistance “is only one item of design information that must be considered with other conditions in order to design the pile foundations intelligently, safely and economically”.

2. The Danish Formula

At this point, it is important to highlight the well-known “Danish Formula” in order to support the objective methodology of this paper.

It was proposed by Sorensen & Hansen (1957) based on the Engineering News Formula, published by Arthur Wellington in the 20th issue of the journal (1888) and one of the most widely used dynamic equations in the last century (Likins et al., 2012).

The Danish Formula is written as:

$$R = \frac{\eta \cdot W \cdot h}{s + K \cdot \sqrt{\frac{2 \cdot \eta \cdot W \cdot h \cdot L}{A \cdot E}}}$$

(2)

where $R$ is the pile static resistance, $\eta$ the hammer efficiency, $W$ the ram weight, $h$ the drop height, $s$ the pile penetration per blow (set), $L$ the pile length, $A$ the area of the pile cross section and $E$ its dynamic modulus of elasticity (as shown in List of symbols).

Caputo (1983) said that the Danish Formula is “generally applied for steel piles”, although its developers Sorensen & Hansen did not make that kind of statement.

Something to emphasize in that formulation is the square root term in the denominator of Eq. 2. Rosa (2000) identified it as the “energy loss due to the elastic deformation of the pile”. Sorensen & Hansen (1957) defined it as the “dynamic compression of a pile with a fixed point”, $S_o$:

$$S_o = \sqrt{\frac{2 \cdot \eta \cdot W \cdot h \cdot L}{A \cdot E}}$$

(3)

In this way, it is possible to observe in Eq. 2 the “tripod” of closely related values of the driving event, which are present (implicitly or explicitly) in almost all dynamic formulas: resistance ($R$), permanent and elastic displacements ($s, S_o$) and the effectively transferred energy ($\eta \cdot W \cdot h$).

There are many other equations that are analogous to the Danish Formula, but using the elastic rebound ($K$) or any other form of total elastic displacement in place of $S_o$, as done by the Engineering News Formula (1888), the Hiley’s formula (1925) and its variation. One recent and well-known formula that matches this similarity is the complete Energy Approach Equation (Paikowsky & Chernauskas, 1992), which can be written as:

$$R = 2 \cdot K \cdot \frac{\eta \cdot W \cdot h}{s + D}$$

(4)

where $K$ is a coefficient of energy loss by viscous damping effects and $D$ is the maximum pile displacement after blow (sum of $s + K$).

3. Dynamic Load Test and The Brazilian Practice

Concerning the dynamic load test, this paper does not aim to discuss the one dimensional wave propagation theory nor the Case and CAPWAP analysis methods, since all of those subjects are widely explored in the technical literature. Therefore, a brief description of the test will be given, highlighting its use and functionalities.

The dynamic loading test (DLT) is one of the most used field tests for pile driving quality control and pile long term performance evaluation. It is based on the one dimensional wave propagation theory and it is standardized in Brazil by NBR 13208 (ABNT, 2007).

Basically, it consists in monitoring a pile with both deformation transducers and accelerometers in response to hammer blows. The mostly used microcomputer to perform that test is called “Pile Driving Analyzer”, PDA (Beim, 2009).

After the blow, measurements of strain and acceleration are recorded by PDA and converted into two curves over time, related to pile top: one of force ($F$) and another of particle velocity ($v$) multiplied by pile impedance ($Z$). The force is calculated through strain (Hooke’s Law) and velocity is calculated by integrating the accelerometer measurements over time. The impedance $Z$ is given by Eq. 5.

$$Z = \frac{E \cdot A}{c}$$

(5)

All of these data is readily analyzed by the Case Method and later on by the CAPWAP (Case Pile Wave Analysis Program).

Based on the Case Method analysis, assessments can be made for hammer performance, transferred energy, pile stresses, pile integrity and capacity at the time of testing. These applications have been described by many authors, including Goble et al. (1980), Rosa (2000), Alves & Lopes (2004), Vieira (2006), Saldivar (2008), Gonçalves et al. (2007), Beim (2009) and many others, which makes it challenging to try to quote them all. Some others, such as Niyama et al. (1984), Hussein et al. (1993), Rausche et al.
(2004), Likins & Rausche (2008), Paraíso & Costa (2010) and Tokhi (2012), for example, additionally emphasized the possibility of evaluating the increase (set-up) or decrease (relaxation) of pile resistant capacity over time.

In Brazil, the current practice of the dynamic load test consists in the procedure proposed by Aoki (1989), which is commonly named as “increasing energy load test”. It is performed after the end of driving and the applied energy during the test is gradually increased (from one blow to another) by varying the hammer drop height. The main objective of it is to obtain the maximum mobilized resistance of the pile. Gonçalves et al. (2007) pointed out that collecting data of increasing hammer drop heights allows finding sufficient pile displacements to fully mobilize the pile resistance.

As the test energy increases, some care should be taken with sensitive clays due to the loss of shaft resistance in soil remoulding. To overcome that problem, Valverde & Massad (2018) suggested using the concept of “maximum lateral resistance envelope”, allowing estimating the mobilized resistance along the shaft that was lost in the first blows of the test.

4. Maximum Transferred Energy and Efficiency Calibration

Among the information that results from the dynamic load test (DLT), there is one item to highlight in the present paper: the maximum transferred energy to the pile, designated in PDA as $\text{EM}_{\text{X}}$. It is calculated through integration of the product of measured force by particle velocity in time, as shown by Eq. 6.

During the DLT, one of $\text{EM}_{\text{X}}$’s main functions is to confirm to the operator that the effectively applied energy is appropriate to the type of test being performed (constant energy, increasing energy, etc).

$$\text{EM}_{\text{X}} = \max \left[ \int F(t) \cdot v(t) \cdot dt \right]$$  \hspace{1cm} (6)

In addition, $\text{EM}_{\text{X}}$ also contributes to estimate the efficiency of the driving system ($\eta$), i.e., the ratio between $\text{EM}_{\text{X}}$ and the nominal applied energy (product of hammer weight by drop height), as displayed by Eq. 7.

$$\eta = \frac{\text{EM}_{\text{X}}}{W \cdot h}$$  \hspace{1cm} (7)

The efficiency of the impact has great value, not only for instant evaluation of the driving system at the time of test, but also to support the use of dynamic formulas in the quality control of the non-tested piles of a given site.

Tavenas & Audy (1972) conducted a study on the limitations of the dynamic formulas, comprising 478 records of pile driving in non-cohesive soil and 45 static load tests. One of their conclusions was that the largest source of scatter using dynamic formulas resided in the wrong consideration of the energy (as nominal, i.e. ‘W.h’), without correctly accounting for the energy losses (or an efficiency factor). And so, quoting these authors: “The usual energy estimate being proved erroneous, it is possible to conclude [...] that any pile driving formulas in which this estimate will be used will also be erroneous”.

Therefore, one of the major problems when extrapolating dynamic formulas (calibrated by sampling) to all piles of a site is the correct evaluation of the efficiency.

As mentioned by Goble & Likins (1996), the specifications of each dynamic test, i.e. the way it will be performed, depends on the purpose for which it is intended. Thus, the authors state: a test to estimate hammer performance requires different procedures compared to a test scheduled for static resistance evaluation.

That raises some criticism to the Brazilian methodology of increasing energy dynamic test in the estimation and adoption of a driving efficiency. The first problem is that just a few strokes are applied in this type of test: typically three to seven blows, which makes the statistical sampling for efficiency evaluation very poor.

In addition, the method requires non sequential blows (different from driving situation): a first blow is applied, then the PDA operator evaluates the calculated information, and only after a period of time, the operator requests another hammer blow to the pile driver. There are no sequential blows, which would take advantage, in terms of efficiency, of the driving “pace” and inertia. It causes some problems both for free fall and hydraulic hammers:

- In free fall hammers, the non-sequential blows require the pile driver operator to use the clutch and the hammer brake in a way that causes some random energy losses, messing with the efficiency evaluation. In a case study of increasing energy test, Rausche (1997) reported efficiency variation between 35% and 52% after 6 blows test. He concluded that scatter was due to “crane operator effects” and hammer “alignment problems”.

- In hydraulic hammers, isolated blows are not setup automatically. For that situation, the operator needs to quickly regulate the oil pressure (increase and instantly decrease) by a manual switch. That causes the drop height not to be exactly the desired one. This situation occurs even with an experienced operator, resulting in poor efficiency evaluation.

That kind of scatter shows that the Brazilian practice of increasing energy test may be unsuitable for evaluation of the hammer efficiency ($\eta_1$). Thus, if an efficiency value is adopted from increasing energy test in order to extrapolate to all piles of a site, much more (unwanted) inaccuracies could be carried to the resistance estimations of dynamic formulas.

Given all those issues, this paper proposes an alternative to the adoption of a single value for the hammer efficiency. It is based on the estimation of the effectively transferred energy through the set, elastic rebound and some pile geometric and material characteristics.
5. Alternative Method for Estimating the Effective Energy

The methodology is based on some simplifying hypotheses that will be presented later, during its development, but it is anchored in two main points:

1. the idealized curve of resistance vs. displacement due to the hammer blow.
2. the Chellis formula (1951), which derives directly from Hooke's law.

The deduction starts from the equilibrium between the effective energy applied after the impact and the work done by the pile-soil set against penetration (Paikowsky, 2001).

The application of an effective energy ($E_{ef}$) causes two kinds of displacement: one permanent ($s$) and other elastic ($K = C_2 + C_3$). At the apex of both, the maximum static resistance ($R$) is mobilized by the pile-soil system. After pile rest, the elastic displacement is recovered, remaining only the set. Also, soil resistance returns to zero, resulting in the ideal graph of resistance vs. displacement (linear elastic/perfectly plastic) presented in Fig. 2.

The hatched trapezoidal area in Fig. 2 represents the total work performed by the pile-soil system against penetration. It is equal to the effective energy applied ($E_{ef}$) and may be calculated as:

$$E_{ef} = \frac{[s+(s+K)] \cdot R}{2} = \frac{(s+D) \cdot R}{2}$$  \hspace{1cm} (8)

Taking into account that $E_{ef} = \eta \cdot W \cdot h$, it follows from Eq. 8 that:

$$R = \frac{2 \cdot \eta \cdot W \cdot h}{(s+D)}$$  \hspace{1cm} (9)

On the other hand, the Chellis formula (1951) is written as:

$$R = \frac{C_2 \cdot E \cdot A}{\alpha \cdot L}$$  \hspace{1cm} (10)

Chellis (1951) defined $l$ as the “length of pile measured from head to center of driving resistance”. Thus, it can be considered as a percentage of the full pile length, as shown in Eq. 11:

$$C_2 = \eta \cdot W \cdot h \cdot \alpha \cdot L$$ \hspace{1cm} (11)

That length multiplier ($\alpha$) was proposed by Velloso (1987) and it is calculated considering the distribution of pile shaft and toe resistances. Matching by the resistance ($R$) the previous Eqs. 9 and 11, it follows:

$$R = \frac{C_2 \cdot E \cdot A}{\alpha \cdot L}$$

(12)

The first simplifying hypothesis is that the pile set (plastic displacement) is so small compared to the elastic rebound that it will be disregarded ($s = 0$). Then, it follows that $K = D$, and the Eq. 12 could be written as shown in Eq. 13.

$$D \cdot C_2 = \frac{2 \cdot \eta \cdot W \cdot h \cdot \alpha \cdot L}{E \cdot A}$$  \hspace{1cm} (13)

C2 is usually obtained by measuring the elastic rebound ($K$) and subtracting from it the toe quake ($C_3$). However, there are two major problems with that practice: a) the quake magnitude is generally unknown and b) establishing a fixed value for the quake assumes that it is invariable with the applied energy. Some authors assume it is constant, equal to 2.5 mm. That is not true: the quake is higher as the energy increases. Thus, Rosa (2000) proposed a very convenient solution: to consider $C_2$ as a percentage of the maximum elastic displacement ($K$). Since the set was disregarded ($s = 0$), then $K = D$ and $C_2$ is written as:

$$C_2 = \eta \cdot W \cdot h \cdot \alpha \cdot L$$ \hspace{1cm} (14)

Taking into Eq. 13:

$$D \cdot (\kappa \cdot D) = \frac{2 \cdot \eta \cdot W \cdot h \cdot \alpha \cdot L}{E \cdot A}$$ \hspace{1cm} (15)

Then, reordering the terms:

$$D = \frac{2 \cdot \alpha}{\kappa} \cdot \sqrt{\frac{\eta \cdot W \cdot h \cdot L}{E \cdot A}}$$ \hspace{1cm} (16)

Or, considering the term $\lambda = \sqrt{2 \alpha / \kappa}$, Eq. 16 may be rewritten as:

$$D = \lambda \cdot \sqrt{\frac{\eta \cdot W \cdot h \cdot L}{E \cdot A}}$$ \hspace{1cm} (17)

Reordering the terms of Eq. 17, the effective transferred energy is given by Eq. 18.

$$E_{ef} = \eta \cdot W \cdot h = \frac{1}{\lambda^2} \cdot \frac{D^2 \cdot E \cdot A}{L}$$ \hspace{1cm} (18)

That is the base equation of the alternative method, in which the $\lambda$ coefficient is the main parameter and a function of $\alpha$ and $\kappa$.

In the same research that Rosa proposed the solution of considering $C_2$ as a percentage of $K$ (Rosa, 2000), the au-
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The evaluated subsoils are quite diverse. For example: there are cases of piles length most through marine sedimentary clays (some with organic material), and just a few meters into compact sand (residual), as occurs in sites 2, 3, 9, 10 and 11. Sites 4 and 5 are mostly of residual clays and just a few meters into residual sandy silt of gneiss.

The hammer types used in pile driving were only drop hammers for sites 2, 9 and 11 and both drop and hydraulic hammers for sites 3 and 12. There is no information about the hammer types of the other sites.

Table 1 summarizes the site locations, pile materials, amount of tests, dynamic records and cross sections.

In order to evaluate the $\lambda$ values of Eq. 17, linear correlations were made between the two terms, $D$ and $\left[\left(\frac{\eta \cdot W \cdot h}{L}\right) / (E \cdot A)\right]^{15}$. As mentioned above, $D = DMX$ and $E = \eta \cdot W \cdot h = EMX$, given by the dynamic load tests. Plotting those linear correlations, it follows that the angular coefficient (slope) is equal to $\lambda$. Therefore, to get the desired effective energy ($E_{ef}$), it is only necessary to use Eq. 18.

6.1. Results and discussions

The linear correlations were made: a) grouping the data according to the pile material (concrete or steel); and b) for each site, alone.

6.1.1. $\lambda$ coefficient by material

The plots in the form $D \times \left[\left(\frac{\eta \cdot W \cdot h}{L}\right) / (E \cdot A)\right]^{15}$ for both concrete and steel piles are presented in Fig. 3 and Fig. 4. The linear correlation through the origin gave the following values for the $\lambda$ coefficient: 1.34 for concrete piles and 1.23 for steel piles. The coefficient of determination ($R^2$) was lower for concrete piles (0.88) than for steel piles (0.92), much because of the scatter caused by the higher $\lambda$ values of sites 1 and 7 (1.71 and 1.56, respectively), which are presented separately in section 6.1.2 (Figs. 5 and 11, respectively).

Therefore, in order to propose an average equation for each material, the effective transferred energy can be calculated by Eqs. 19 and 20:

$$E_{ef} = 0.56 \cdot \frac{D^2 \cdot E \cdot A}{L} \quad \text{(concrete piles)} \quad \text{(19)}$$

$$E_{ef} = 0.68 \cdot \frac{D^2 \cdot E \cdot A}{L} \quad \text{(steel piles)} \quad \text{(20)}$$

6.1.2. $\lambda$ coefficient by site

The plots in the form $D \times \left[\left(\frac{\eta \cdot W \cdot h}{L}\right) / (E \cdot A)\right]^{15}$ for each site are presented in Figs. 5 to 16 with the linear correlations, where the angular coefficient is $\lambda$, and with the coefficients of determination ($R^2$), that in general are above 90%. Table 2 summarizes these results.

Observing the sites separately, there is greater dispersion in the mean values of $\lambda$ for concrete piles, ranging from 1.23 to 1.71, with an average of 1.40 between sites and coefficient of Variation (CV) of 12.8% (Table 2). For steel piles, the coefficient of variation drops to 7.7%, with $\lambda$ ranging from 1.13 to 1.35 and averaging around 1.25 between sites (Table 2).

6.1.3. Ratio $1/\lambda^2$ by site

Table 2 also presents mean values of the term $1/\lambda^2$, from Eq. 17, which allows the estimation of the effective energy ($E_{ef} = EMX$). It can be seen that:

a) for concrete piles, the value of the ratio $1/\lambda^2$ ranged from 0.34 to 0.67. The average of the sites was 0.53, with standard deviation of 0.12 and coefficient of variation of 22.6%; and
b) for steel piles, the average $1/\lambda_c^2$ value was 0.65, ranging from 0.55 to 0.78, with a standard deviation of 0.10 and a coefficient of variation of 15.6%.

These results confirm that it is possible to estimate the ratio $1/\lambda_c^2$ in a consistent way, allowing using the proposed methodology to estimate the effective transferred energy ($E_{ef}$) without needing the hammer efficiency ($n_h$). In order to properly use the method, the analysis shows that it is recommended to perform previous calibrations of $\lambda_c$ for each site, by means of dynamic load tests (DLT), before the beginning and even during the construction.

7. Method Limitations and Cautions

The method stands as an alternative to the assessment of hammer efficiency, since the 12-site case study validated

---

**Table 1** - Summary of the studied sites.

<table>
<thead>
<tr>
<th>Site</th>
<th>City/Location (State)</th>
<th>Piles material</th>
<th>Amount of tested piles</th>
<th>Amount of dynamic load test records</th>
<th>Cross-sections with main dimension (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Foz do Iguaçu (PR)</td>
<td>Concrete</td>
<td>4</td>
<td>36</td>
<td>SQ 16.0 / 20.0 / 23.0</td>
</tr>
<tr>
<td>2</td>
<td>Rio de Janeiro metropolitan area (RJ)</td>
<td>Concrete</td>
<td>26</td>
<td>26</td>
<td>SQ 21.5 / 23.5 / 26.5 / 29.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16 x STR 22.9 / 26.9 / 29.8 / 40.6</td>
</tr>
<tr>
<td>3</td>
<td>Rio de Janeiro metropolitan area (RJ)</td>
<td>Concrete</td>
<td>23</td>
<td>102</td>
<td>SQ 19.5 / 26.5 / 29.5</td>
</tr>
<tr>
<td>4</td>
<td>São José dos Campos (SP)</td>
<td>Concrete</td>
<td>35</td>
<td>131</td>
<td>SQ 23.0 / 26.5</td>
</tr>
<tr>
<td>5</td>
<td>São José dos Campos (SP)</td>
<td>Concrete</td>
<td>12</td>
<td>35</td>
<td>SQ 19.5 / 23.5</td>
</tr>
<tr>
<td>6</td>
<td>São Paulo (SP)</td>
<td>Concrete</td>
<td>20</td>
<td>51</td>
<td>H 40 / 45</td>
</tr>
<tr>
<td>7</td>
<td>São Paulo (SP)</td>
<td>Concrete</td>
<td>41</td>
<td>145</td>
<td>HS 33</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>115 x CC 38 / 42</td>
</tr>
<tr>
<td>8</td>
<td>Aracaju (SE)</td>
<td>Steel</td>
<td>4</td>
<td>12</td>
<td>HP 25 (73 kg/m)</td>
</tr>
<tr>
<td>9</td>
<td>Rio de Janeiro metropolitan area (RJ)</td>
<td>Steel</td>
<td>16</td>
<td>84</td>
<td>HP 31 (125 kg/m)</td>
</tr>
<tr>
<td>10</td>
<td>Rio de Janeiro metropolitan area (RJ)</td>
<td>Steel</td>
<td>2</td>
<td>9</td>
<td>RL 6.8</td>
</tr>
<tr>
<td>11</td>
<td>Itajaí (SC)</td>
<td>Steel</td>
<td>7</td>
<td>7</td>
<td>W 25 (25 kg/m)</td>
</tr>
<tr>
<td>12</td>
<td>Belo Horizonte metropolitan area (MG)</td>
<td>Steel</td>
<td>54</td>
<td>54</td>
<td>TB 35.6 / 50.8 / 61.0</td>
</tr>
</tbody>
</table>

SQ = Square; STR = Star section; H = Hexagon; HS = Solid Hexagon; CC = Cylinder centrifuged pile; HP and W = H pile; RL = Rail pile; TB = Tubular.

**Figure 3** - All concrete piles.

**Figure 4** - All steel piles.
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Figure 5 - Site 1 - concrete.

Figure 6 - Site 2 - concrete.

Figure 7 - Site 3 - concrete.

Figure 8 - Site 4 - concrete.

Figure 9 - Site 5 - concrete.

Figure 10 - Site 6 - concrete.
Figure 11 - Site 7 - concrete.

Figure 12 - Site 8 - steel.

Figure 13 - Site 9 - steel.

Figure 14 - Site 10 - steel.

Figure 15 - Site 11 - steel.

Figure 16 - Site 12 - steel.
its application. However, some limitations and cautions are presented below:

- the method was not verified for large quake (high rebound) soils;
- the range of permanent set per blow evaluated was \( s \leq 7 \text{ mm} \); also, in 90% (621) of the dynamic records, the permanent set per blow was \( s \leq 3 \text{ mm} \) (hard driving);
- the method is valid when the elastic rebound (\( K \)) is much higher than the set (\( s \)), since it is one of the method’s simplifying hypothesis;
- when applying it to non-tested pile, the scatter of the elastic modulus (\( E \)) should be accounted, since it has direct influence on the effective energy estimations.

8. Basic Step-By-Step Guide to the Method Application

In order to apply the proposed methodology, the following routine could be applied:

(1) Select the sample of piles to be dynamically tested (DLT);
(2) Perform the dynamic load tests (of increasing energy) in the selected piles, measuring the set (\( s \)) and elastic rebound (\( K \)) of each blow;
(3) With that pile geometry and the results from the DLT, plot the graphs in the form \( D \text{ vs. } [(E_{\text{ef}} - L)/(E \cdot A)]^{0.5} \) for all blows of the tested piles;
(4) The calibrated and site-specific \( \lambda \) value could be obtained from the plot, as it is the slope of the linear correlation through the origin [0,0];
(5) Measuring the set (\( s \)) and elastic rebound (\( K \)) of blows in non-tested piles, that calibrated \( \lambda \) value could be applied to Eq. 18 in order to estimate the effective transferred energy.

9. Conclusions

The proposed method to estimate the effective transferred energy is a practical and, in the authors’ view, relevant contribution to quality control of driven piles, since two very simple records (\( s \) and \( K \)) are needed – besides the knowledge of the \( \lambda \) coefficient, calibrated through dynamic load tests of increasing energy on selected piles of a given site.

After \( \lambda \) calibration, it is possible to use Eq. 18 and apply the calculated effective energy (\( E_{\text{ef}} \)) to dynamic formulas, in order to estimate the resistance of non-tested piles.

There is no need to know the hammer efficiency (\( \eta \)), which presents huge scatter in the same site and difficulties to be calibrated to a single, fixed value (even with dynamic instrumentation). The methodology also does not require input of soil type, since it is considered in the site-calibration of the \( \lambda \) coefficient.

The case studies showed the importance of first calibrating the \( \lambda \) coefficient, since it differs from site to site and the correlations (\( R^2 \)) showed to be good to excellent when
considering each site alone; the site-specific calibrated $\lambda$ ranged from 1.22 to 1.71 in the concrete piles' sites and 1.13 to 1.35 for the steel piles' sites, with $R^2$ from 0.83 to 0.98.

Due to $\lambda$ variability and the influence of both $\alpha$ and $\kappa$ parameters (site-specific attributes), it is important to mention that if the site area is extensive, if the local subsoil is very heterogeneous or even if the pile lengths are quite different, it is strongly recommended to divide the site in regions and perform more than one calibration of $\lambda$ in order to contemplate all of the local particularities. Investigations about other reasons for $\lambda$ variability were outside the scope of this paper. In this sense, the influence of hammer type or pile crosssections in $\lambda$ was not evaluated.

Although the proposed method dispenses the knowledge of hammer efficiency ($\eta$), as a "last but not least" comment, it is reasonable to say that engineers have to be cautious with overly simple methods when representing complex events.
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List of Symbols

s: Set. Permanent (plastic) displacement per blow
K: elastic rebound after the blow
C2: pile elastic displacement (structural element)
C3: Quake. Elastic displacement of the soil below pile tip
R: pile-soil’s static resistance
η: driving system efficiency / impact efficiency
W: hammer weight
h: hammer drop height
L: pile length
A: pile crosssectional area
E: dynamic elastic modulus
S0: dynamic elastic compression of a pile with a fixed point (Sorensen & Hansen, 1957); analogous to K
Ksp: coefficient of energy loss in the soil by the viscous damping effect
D: maximum pile displacement after blow (sum s + K)
F: force calculated in the dynamic load test
v: particle velocity calculated in the dynamic load test
Z: pile impedance
c: wave speed
EMX: maximum transferred energy to the pile calculated in the dynamic load test (analogous to \( s \cdot W \cdot h \))
F(t): force measured along time;
v(t): particle velocity measured along time
E\(_{\text{p}}\): effective transferred energy to the pile (analogous to EMX)
l: length from pile top to the center of driving resistance
\( \alpha \): pile length multiplier in order to consider the center of driving resistance
\( \kappa \): elastic rebound multiplier proposed by Rosa (2000)
\( \lambda \): site-specific adjustment coefficient
DMX: maximum pile displacement after stroke calculated in the dynamic load test (analogous to D)
R`: coefficient of determination (linear regression)
CV: coefficient of variation (statistics)
Biodegradation of Biodiesel in Laboratory and Field in a Clayey Residual Soil

A. Thomé, A.W.S. Trentin, I. Cecchin, C. Reginato

Abstract. This study compared the process of biotic and abiotic degradation of biodiesel in a laboratory environment (ex situ) and infiel environment (in situ). The experiment carried out ex situ had controlled temperature and humidity, while the experiment in situ was directly influenced by external factors such as rainfall and temperature. The soil was collected deformed and contaminated with 4% of biodiesel in relation to dry weight (m/m). The bioreactors were molded under the same initial parameter conditions of the field. The experiment lasted for 120 days and contaminant reduction measurements were made throughout the experiment. At the end of the experiment, there was a reduction of 89% in the contaminant initially added to the soil in the ex situ experiment, whereas in the in situ experiment there was a reduction of 32%. The main conclusion is that the laboratory experiment provided better results of biodegradation, since it was possible to perform an effective control of abiotic factors, such as temperature, humidity and pH. However, these results are not representative of the actual behavior in the field.

Keywords: abiotic factors, bioremediation, leaching, natural attenuation.

1. Introduction

Monitored Natural Attenuation (MNA) is by definition a process that combines all possible reactions that may reduce a contaminant concentration in the environment, such as physical or chemical reactions and biological process. The success of a biodegradation process depends on the intrinsic ability of the system to create and maintain the conditions that promote the biodegradation of pollutants at a sufficiently high rate. (EPA, 1999; Mulligan & Yong, 2004; Bento et al., 2005; Das & Chandran, 2011; Declercq et al., 2012; Sihag et al., 2014; A gnello et al., 2016; Guarino et al., 2017).

Bioremediation techniques can be categorized as ex situ when they occur in controlled environments, such as in laboratories, or in situ when they occur in the field and environmental conditions are not controlled (Frutos et al., 2012; Smith et al., 2015; A zubuike et al., 2016). Different studies have been carried out to evaluate the effectiveness of ex situ bioremediation (Dott et al., 1995; Pasqualino et al., 2006; DeMello et al., 2007; Mariano et al., 2008; Owsianiak et al., 2009; A ktas et al., 2010; Corseuil et al., 2011; Sorensen et al., 2011; B orges et al., 2014; A gnello et al., 2016; Guarino et al., 2017; Decesaro et al., 2017), or in situ bioremediation (Dott et al., 1995; Sendzikiene et al., 2007; Ramos et al., 2013). However, a direct comparison with the same soil conditions and the same contaminant, of the monitored natural attenuation technique when applied in situ and ex situ was not found. The influence of infiltration of water in the soil due to rainfall and the influence of the variation of ambient temperature on the biodegradation of biodiesel in residual clayey soil is not yet known. Therefore, studies seeking to understand the response of the monitored natural attenuation technique when applied in situ and ex situ environments are important for the scientific and technical remediation field.

The objective of this study is to evaluate biodegradation by monitored natural attenuation in experiments in a controlled environment (ex situ) and non-controlled (external) environments (in situ) using a simulated contamination of biodiesel in a residual clayey soil.

2. Materials and Methods

2.1. Soil

The clayey soil was obtained from the Geotechnical Experimental Site at the University of Passo Fundo, Southern Brazil. It was collected at 2 meters depth (B horizon) in an open pit, and represents a typical Brazilian basaltic residual soil. Table 1 shows the geotechnical and physical properties of the soil (ASTM, 2017a; ASTM, 2017b; ASTM, 2017c; ASTM, 2017d; ASTM, 2017e; ASTM, 2018a; ASTM, 2019). The soil is classified as an Oxisol (Streck et al., 2008) and is a high plasticity clay (CH) according to the Unified Soil Classification System (ASTM, 2017f). As can be seen in Table 1, the soil has a relatively...
acidic pH, high clay content and a low Cation Exchange Capacity (CEC) (ASTM, 2018b; ASTM, 2018c). These characteristics are representative of a typical soil with a predominance of clay-mineral kaolinite due to its structural conformation. X-ray diffraction analysis indicated that the clay fraction is composed of approximately 70% kaolinite and 30% oxides (Fe and Al). The organic content of the soil is low due to the greater depth at which the soil was collected (ASTM, 2014). The soil is very porous, with a high void ratio, characteristic of residual clays, and these characteristics allow a high permeability.

2.2. Contaminant characteristics (biodiesel)

Pure soybean biodiesel (B100) was used in this study to simulate organic contamination in a typical fuel spill/leak situation. Biodiesel has a high flash point (104.2 ± 5.0 °C and 77% less particulate matter emissions when compared to regular diesel. Biodiesel also has a higher level of biodegradability and a lower volatility than regular diesel. It is insoluble in water and has a density of 889 kg/m³. Moreover, it does not contain sulphur and aromatic compounds (Silva & Corseuil, 2012; Mengehetti et al., 2012; Thomé et al., 2014), but contains mainly methyl esters highly hydrophobic due to the presence of long carbon chains, which results in a very low solubility in water (Wedel, 1999). Table 2 presents the main characteristics of the methyl esters present in the regular soy biodiesel.

2.3. Assembly of the experiment ex situ (laboratory)

The disturbed soil sample was contaminated with 4.0% biodiesel over the dry weight of soil (m/m), equivalent to a soil contamination of 40 g/kg. Previous studies in laboratory have shown that values above this value cause leaching of the contaminant (Cecchin et al., 2016; Thomé et al., 2017). The collected soil was dry until reaching 20% of moisture content. It was sieved in a 2 mm sieve (ASTM No.10) for homogenization, and then water was added until it reached a 30% moisture. After homogenized, the 4% of biodiesel was added, and the soil returned to the field moisture content of 34%. The experiment was set up in aluminum cylinders (24 cm in diameter and 24 cm in height), with a volume of 108 cm³ (Fig. 1). The bottom of the cylin-

<table>
<thead>
<tr>
<th>Parameter (unit)</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clay (%)</td>
<td>68</td>
</tr>
<tr>
<td>Silt (%)</td>
<td>5</td>
</tr>
<tr>
<td>Fine sand (%)</td>
<td>27</td>
</tr>
<tr>
<td>Liquid limit (%)</td>
<td>53.0</td>
</tr>
<tr>
<td>Plastic limit (%)</td>
<td>42.0</td>
</tr>
<tr>
<td>Particle unit weight (kN/m³)</td>
<td>26.7</td>
</tr>
<tr>
<td>Natural moisture content (%)</td>
<td>34</td>
</tr>
<tr>
<td>Natural unit weight (kN/m³)</td>
<td>16.3</td>
</tr>
<tr>
<td>Void ratio</td>
<td>1.2</td>
</tr>
<tr>
<td>Degree of saturation (%)</td>
<td>75.7</td>
</tr>
<tr>
<td>Porosity (%)</td>
<td>54</td>
</tr>
<tr>
<td>pH</td>
<td>5.4</td>
</tr>
<tr>
<td>Organic matter (%)</td>
<td>&lt; 0.8</td>
</tr>
<tr>
<td>Cation exchange capacity-CEC (cmolc/dm³)</td>
<td>8.6</td>
</tr>
<tr>
<td>Hydraulic conductivity (m/s)</td>
<td>1.39 x 10⁻³</td>
</tr>
</tbody>
</table>

Table 2 - Physicochemical properties of methyl esters of soybean oil.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Methyl Palmitate</th>
<th>Methyl Stearate</th>
<th>Methyl Oleate</th>
<th>Methyl Linoleate</th>
<th>Methyl Linolenate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Molecular formula</td>
<td>C₁₅H₃₁O₂</td>
<td>C₁₇H₃₃O₂</td>
<td>C₁₅H₃₆O₂</td>
<td>C₁₅H₃₄O₂</td>
<td>C₁₅H₃₂O₂</td>
</tr>
<tr>
<td>Molecular mass (g mol⁻¹)</td>
<td>270.46</td>
<td>298.51</td>
<td>296.49</td>
<td>294.49</td>
<td>291.46</td>
</tr>
<tr>
<td>FP (°C)</td>
<td>30.5(2)</td>
<td>39.0(2)</td>
<td>-20.0(2)</td>
<td>-35.0(2)</td>
<td>-52.0(2)</td>
</tr>
<tr>
<td>BP (°C)</td>
<td>415-418(2)</td>
<td>442-443(2)</td>
<td>218.5(2)</td>
<td>215.0(2)</td>
<td>182.0(2)</td>
</tr>
<tr>
<td>Relative density</td>
<td>0.852(3)</td>
<td>0.850(3)</td>
<td>0.874</td>
<td>0.889</td>
<td>0.895(3)</td>
</tr>
<tr>
<td>Solubility Water (25 °C) (mg L⁻¹)</td>
<td>Insoluble(4)</td>
<td>Insoluble</td>
<td>Insoluble</td>
<td>Insoluble</td>
<td>Insoluble(4)</td>
</tr>
<tr>
<td>Vapour pressure (atm)</td>
<td>4.99 x 10⁻²</td>
<td>5.85 x 10⁻³</td>
<td>9.72 x 10⁻⁴</td>
<td>1.15 x 10⁻⁴(4)</td>
<td>1.14 x 10⁻³(3)</td>
</tr>
<tr>
<td>Henry’s constant</td>
<td>1.37 x 10⁻¹</td>
<td>2.34 x 10⁻¹</td>
<td>3.23 x 10⁻²</td>
<td>6.54 x 10⁻³(7)</td>
<td>1.39 x 10⁻³(7)</td>
</tr>
<tr>
<td>Log Kow (25 °C)</td>
<td>7.38</td>
<td>8.35</td>
<td>7.45</td>
<td>6.82(5)</td>
<td>6.29(1)</td>
</tr>
<tr>
<td>Log Koc (25 °C)</td>
<td>4.26</td>
<td>4.79</td>
<td>4.79</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: FP: Fusion Point; BP: Boiling Point.
Source: TOXNET (2018); NIST (2018); Knothe (2005); Foon et al. (2006); SCIENCE LAB.COM (2018); SIGMA-ALDRICH (2018); TGSC (2008); Krop et al. (1997).
ders was filled with inert sand to level the useful volume of all cylinders used. The soil volume was calculated according to the useful area of the cylinder, considering the soil field characteristics for moisture (34%), natural unit weight (16.3 kN/m$^3$) and void ratio ($e = 1.19$). The total soil mass contained in each bioreactor was divided into 5 equal parts; for each part, compaction was performed within the bioreactor vessel at the natural field density. Bioreactors were assembled and kept in a laboratory with a controlled temperature of 24 °C during the whole time.

Samples were collected at 15, 30, 45, 60, 90 and 120 days. It was used a hollow metal rod of 1 cm in diameter (direct push) to collect the samples. The metal rod was carried to the depth at which it reached the drain. Upon removal from the test specimen, the contained soil therein was homogenized, and 15 g were separated to verify the biodiesel content at that time, in triplicate. After the samples were collected, the empty site was filled with clean sterile sand.

2.4. Assembling the experiment in situ (field)

The assembly of this reactor included the use of a polyethylene box with a 2 m$^3$ capacity. The total volume of contaminated soil used was 1.95 m$^3$, with 0.75 m$^3$ in the layer 1 (VL1), 0.65 m$^3$ in layer 2 (VL2) and 0.55 m$^3$ in layer 3 (VL3) (Fig. 2). At the base of the reactor, a percolated drainage system was installed, providing leachate material collected on rainy days. The molding process was similar to that of the laboratory experiment. The soil was homogenized and mixed with water until it reached 30% moisture content, and then 4% of contaminant (97.4 kg) was added and homogenized to achieve the natural soil moisture in the field, i.e., 34%. Considering the large volume of soil, the soil compaction process was carried out in layers of 10 cm thickness. This was performed so that the soil density control was more efficient and became as close as possible to the natural field density (16.3 kN/m$^3$) and the natural void ratio ($e = 1.19$).

A 2 meter deep trench was excavated on a slope of the experimental field, and the box was placed at the bottom. At soil sampling, guide tubes were left at pre-determined points, and a backfill was performed with local natural soil (Fig. 2). Due to the large size of the bioreactor, three sampling depths were defined in relation to the natural soil surface, that is, depth 1 (D1) at 0.2 m from the bioreactor surface, depth 2 (D2) at 0.5 m, and depth 3 (D3) at 0.8 m. The soils collected at each depth were homogenized and taken to the laboratory to determine the residual contaminant content. This determination was performed in triplicate. The samplings occurred in the same period of the laboratory study (ex situ), that is, at 15, 30, 45, 60, 90 and 120 days. A response variable, the percentage of contaminant reduction was evaluated over the experimental time at each depth.

---

**Figure 1** - Illustration of the bioreactor used in the laboratory experiment (ex situ).
In the case of application in situ, elements such as soil temperature, humidity and infiltration were not controlled. The field experiment was set up in January, which is summer in the Southern Hemisphere. By the Köppen classification, Passo Fundo (28°13'36" S, 52°23'13" W and 687 m altitude) is located in the fundamental temperate climate zone (C), presenting a humid (f) and a subtropical specific variety (Cfa). Thus, the local climate is described as humid subtropical (Cfa), with rainfall well distributed during the year, and average temperature of the hottest month exceeding 22 °C. Table 3 shows the mean, minimum and maximum temperatures and mean rainfall in the months during which the experiment was performed (EMBRAPA, 2018).

2.5. Analyses of experiments ex situ and in situ

The residual free phase contaminant content for the ex situ experiment and for the in situ experiment was determined by the quantification of oils and greases after the homogenization of soil samples. The extraction was performed using a UNIQUE® probe ultrasound, according to the methodology of USEPA 3550B.

In both experiments, the residual content of contaminant extracted was calculated by Eq. 1.

\[
RC = \frac{W_{w-c} - B_W}{D_w}
\]

onde RC = residual of contaminant present in test specimen (g/kg), \(D_w\) = quantity of soil in dry weight used in the analysis (g), \(B_W\) = weight of the beaker (g) e \(W_{w-c}\) = weight of the contaminant extracted from the soil (g).

3. Discussion

3.1. Evaluation of the residual content of experiment ex situ (laboratory)

Figure 3 shows the residual biodiesel content in the different sample periods of the experiment ex situ, and the data presented represent the mean of the values obtained from both bioreactors used in the experiment.

Considering the initial value of contaminant added to the soil (40 g/kg), the contents of the contaminant decreased with time. After 15 days of experiment, the residual content was 24 g/kg, which represents a decrease of 40% in the initial contamination, the same value observed in the sampling performed in the period of 30 days of experiment.

The values observed in the samplings carried out after 45 and 60 days of experiment presented the same percentage of decrease in contaminant (60%), remaining with

<table>
<thead>
<tr>
<th>Table 3 - A verage, minimum and maximum temperatures and average rainfall during the field experiment (in situ).</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
</tr>
<tr>
<td>Mean temperature (°C)</td>
</tr>
<tr>
<td>Higher temperature (°C)</td>
</tr>
<tr>
<td>Lower temperature (°C)</td>
</tr>
<tr>
<td>Rainfall (mm)</td>
</tr>
</tbody>
</table>
15 g/kg of biodiesel. For the sampling performed at 90 days, the residual content decreased to 11.5 g/kg, that is, a degradation of 72.5%. After 120 days of experiment, the percentage of contaminant decreased to 4.5% and reached 89% of the degradation, that is, only 11% of the value added. This reduction is due to the action of microorganisms, since biodiesel is non-volatile at a temperature of 24 °C, and no contaminant leached through the drainage system of the bioreactor.

3.2. Evaluation of the residual content of experiment in situ (field)

Figure 4 shows the residual biodiesel contents at different depths during the period of the field experiment (in situ). As in the experiment ex situ, the data presented represent a mean of the values obtained at each of the depths analyzed.

Figure 4 shows that the lowest residual pollutant results during the experiment period were observed at depth 1 (NA.D1). The contaminant content at 15 days was 32 g/kg for depth 1 and 35 g/kg for depths 2 and 3. These values are below the 40 g/kg initially used in the experiment, representing an average reduction of 16% in the initial contamination. It should be noted that the field experiment was set up in January, the hottest month in the Southern Hemisphere, with an average temperature of 22.1 °C, but average maximum of 28 °C. Another fact that should be mentioned is that during the first 15 days of the experiment, no rainfall occurred. Therefore, the environmental conditions of the first 15 days of the experiment were very similar to those that occurred in the laboratory.

Between 15 and 30 days of the experiment, a 32 mm rainfall with several cloudy days and below-average temperature was observed. This rainfall and temperature influ-
enced greatly the results of residual content. Fig. 4 shows that at depth 1, the mean value was 30 g/kg, which is very close to that obtained at 15 days. At depth 2, the mean value was 45 g/kg, and at depth 3, the mean residual value was 42 g/kg. These values above the value initially added indicate that biodiesel leaching occurred from the upper to the lower layers. This finding becomes acceptable when we observed that the residual contents at depths 2 (NA.D2) and 3 (NA.D3), up to the 60 days of experiment, increased gradually, reaching values of 65 g/kg. It is noteworthy that, in this period, there was a total rainfall of 155 mm. A factor that draws attention is that at depth 1, the residual value remained practically constant at the measured points. We concluded that this occurred because the guide tubes were placed for sample removal, and these tubes were closed with a cap to prevent the entry of animals. This may have influenced the volume of water entering these depths, not changing the residual value. A significant decrease in contaminant was observed at this depth, reducing to 14 g/kg at 90 days and to 12 g/kg at 120 days.

The final contents observed in the experiment were 12 g/kg for depth 1, 31 g/kg for depth 2 and 55.4 g/kg for depth 3. Therefore, it can be concluded that, in a place where natural attenuation is being monitored in situ, precautions should be taken to prevent water from entering the soil. This may mask degradation results and, depending on where the sample was taken, it can be concluded that biodegradation has occurred. However, in fact, what occurs is contaminant leaching from upper to lower layers.

To calculate the amount of biodiesel degraded in the in situ experiment, the difference in volume of soil at the different depths should be considered. For depth 1 the total residual biodiesel mass was 10 kg (12 g/kg x dry soil in layer 1), for depth 2 the biodiesel mass was 24 kg (33 g/kg x dry soil in layer 2) and for depth 3 was 33 kg (55.4 g/kg x dry soil in layer 3). The total amount of the biodiesel mass at the end of the experiment was 67 kg, i.e. 68.7% of the value initially added (97.4 kg). Therefore, it can be stated that the amount of contaminant degraded in the in situ experiment was 32%. The amount of contaminant obtained in the drainage liquid was negligible. Probably the geotextile placed as a separator served as a filter element for the biodiesel.

3.3. Comparison of degradation in laboratory and in field

Figure 5 shows the percentages of degradation of biodiesel after 120 days of experiment ex situ and in situ. By analyzing Fig. 5, the percent degradation in the experiment ex situ was 89%, while for the experiment in situ was 32%. The degradation in the field was 3 times lower than the laboratory degradation. This finding leads to conclude that the abiotic effects of climate directly affect the efficacy of bioremediation, making the results obtained in the field (in situ) worse when compared with laboratory data (ex situ). The control of the entry of water into the soil must occur in in situ experiments to avoid problems of erroneous analysis of results. This is because, in the case of installing a monitoring well at a fixed depth, reducing the amount of contaminant in the site can be attributed to biodegradation, whereas in fact it is due to leaching of the contaminant to deeper layers.

4. Conclusions

This study evaluated the difference in behavior of biodegradation in laboratory and in field experiments, considering the moisture and density characteristics of the residual clayey soil. From the results obtained, it was possible to reach the following conclusions:

- The conduction of the experiment in laboratory provided better results of biodegradation, since it is possible to perform an effective control of abiotic factors, such as temperature, humidity and 

$$pH$$

However, these results are not representative of the actual behavior in the field.

- The field experiment allowed identifying the migration and leaching of the contaminant to lower layers of the reactor, since there was a considerable reduction in the volume of contaminant in the top soil and a progressive increase in the contaminant at lower soil depths.

- At the end of the experiment, the total contaminant reduction in the field was 3 times lower than the contaminant reduction in laboratory. This leads to the conclusion that abiotic factors directly influence the efficiency of bioremediation, especially the natural attenuation.

- Waterproofing the soil surface is suggested in places where natural attenuation monitoring is carried out in situ to avoid leaching, thus preventing an erroneous analysis of biodegradation.
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Dynamic Cone Penetrometer (DCP) Relative Density Correlations for Sands

C.J. MacRobert, G.S. Bernstein, M.M. Nchabeleng

Abstract. The dynamic cone penetrometer (DCP) is a widely used in-situ device to determine the engineering properties of soils. This paper reports a meta-analysis of laboratory calibration studies to establish a relationship between the rate of penetration and relative density for sands. Fourteen (14) different sands from different geographic and geological settings are compared. A direct relationship between the rate of penetration and relative density is proposed with a standard error in relative density predictions of 11%. A relationship incorporating the sand’s median particle size is also proposed with a standard error in relative density predictions of 9%. Whilst there is good agreement between most of these studies, local conditions should be considered before adopting a proposed correlation in engineering design.

Keywords: Dynamic Cone Penetrometer (DCP), Dynamic Penetration Index (DPI), poorly graded sandy soil (SP), Relative Density (D.), well graded sands (SW).

1. Introduction

The manner in which a site investigation is carried out is dictated by the cost and importance of the intended work. For many daily soil mechanics problems a simple in-situ test is required. These problems may include determining whether shallow or deep foundations are required, estimating allowable bearing capacities and predicting whether excessive settlements are likely. Sangerat (1976) suggested that in many of these cases a simple static-dynamic test is suitable. One such test is the Dynamic Cone Penetrometer (DCP), a light hand operated device, in which a cone tipped rod is driven into the ground by the repetitive impact of a falling hammer.

Various standards exist for carrying out the DCP, however the same theoretical maximum specific energy is imparted per blow for most standards (Table 1). Little research has been undertaken to examine actual energies imparted by different arrangements. The efficiency of the DCP system will be influenced by user efficiency, rod length, rod weight, cone geometry and permanent rod penetration. A yers (1990), based on California bearing ratio (CBR) correlations, suggested that 30° cones can result in higher penetration rates compared to 60° cones, particularly in dense materials. A more rigorous assessment of DCP efficiencies, as carried out by Odebretch et al. (2005) on the Standard Penetration Test (SPT), would shed greater light on its use.

Results from the test are reported in two ways. The first is to record the number of blows to penetrate a specified depth. Usually this depth is 100 mm and is reported as an N_{30} value with units of blows. The second approach is to record the depth penetrated by each blow. Typically, this is an average over a representative depth and is reported as a dynamic penetration index (DPI or DN) with units of mm/blow. The latter approach is more widely used.

Recent work on the SPT (Odebretch et al., 2005) considering energy measurements and the wave equation (Schmertmann & Palacios, 1979) has resulted in an alternative means to interpret dynamic penetration tests. This method determines the dynamic penetration resistance of respective tests and allows a direct comparison between different tests. This removes the necessity of developing empirical correlations between different tests. Correlations between engineering parameters can then be used irrespective of original test to which parameters were correlated. Schnai et al. (2017) presented data showing the promising direct comparisons possible with this approach. The simplicity of the DCP test and dependence of results on user efficiency may preclude such an approach being developed for this test, however, it would be the most rigorous. Consequently, direct empirical relationships are likely to remain the state of practice for some time to come.

Various researchers have attempted to develop direct empirical relationships between DCP results and engineering parameters (Table 2). The DCP was originally developed as a tool for road design (Scala, 1956). Consequently, it is widely accepted for pavement design, particularly to determine California bearing ratio (CBR) values. Soils making up pavements are compacted heavily in thin layers resulting in heavily overconsolidated soils. Natural soils exist at a much wider range of densities limiting the DCP’s
applicability in these cases. This paper compares correlations proposed in the literature for determining the relative density of sands. It will be shown that good agreement exists between some studies but not others. This disagreement is shown to be as a result of different grain mineralogy, highlighting the importance of knowing local geology.

2. Relative Density Correlation

The behaviour of non-plastic soils is closely related to relative density ($D_r$) given by Equation 1 (Holtz & Kovacs 1981):

\[ D_r = \frac{e_{\text{max}} - e}{e_{\text{max}} - e_{\text{min}}} \]  

(1)

where $e_{\text{max}}$ and $e_{\text{min}}$ are reference void ratios determined from minimum and maximum densities respectively, and $e$ is the soil current void ratio.

2.1. Database

A database of studies correlating $D_r$ to either DPI or $N_{10}$ was collected (Table 3). Studies were excluded from the meta-analysis using the following criteria. Firstly, DCP tests had to be carried out according to ASTM (2003). Secondly, tests had to have been done in containers larger than 500 mm. Chamber size relative to probe size, boundary conditions (stress or strain controlled), particle size and relative density all influence the results of chamber based correlations (Schnaid & Houlsby 1991). An explicit assess-
ment of chamber effects has not been undertaken for the DCP, however, experimental work by Mohammadi et al. (2008) suggested that confining effects are reduced above a diameter of 500 mm or a chamber to probe diameter ratio of 25. Details of container boundary conditions are given in Table 3.

Details of the soils tested are given in Table 4. All soils investigated were non-plastic sands with the percentage of sand ranging between 86 and 100%. Five (5) soils had gravel fractions ranging between 4 and 14% and nine (9) had fines contents ranging between 2 and 8%. Most of the sands were poorly graded with three (3) being well graded. Particle size can have an influence on penetration results, with gravel particles in particular, potentially impeding the probe. This can result in high blow counts that are not representative of the overall consistency of the deposit. The influence of median particle size is therefore explored in this paper.

2.2. Correlation

2.2.1. Overall correlation

Data from the first four studies is plotted in Fig. 1. A logarithmic trend line was found to fit best. The average coefficient of determination ($R^2$) for individual data sets was on average 0.97 and the average standard error in $D_r$ estimates for individual data sets was 3%. It is apparent that very accurate relationships between DPI and $D_r$ can be obtained for particular sands. The best-fit line (solid line in Fig. 1) through the entire dataset resulted in an $R^2$ value of 0.7 and a standard error in $D_r$ estimates of 11% (dashed lines in Fig. 1).

Tavenas & La Rochelle (1972) estimated that the error of determining relative density was in the order of 10-22%. The error in the best-fit line is within this suggested range, suggesting that $D_r$ estimates from DPI are within expected accuracies. It must be kept in mind that this error is based on tests done under laboratory conditions and field conditions may result in substantially larger errors. Further, the regression analysis predicts $D_r > 100\%$ for DPI < 10 mm/blow. This is an artefact of the statistical analysis as well as inherent error in the DCP and $D_r$. Practitioners using this relationship should therefore place greater emphasis on the range of $D_r$ values predicted than the specific $D_r$ value predicted. The DCP should only be used to obtain a qualitative estimate of relative density.

2.2.2. Influence of particle size

Some authors (Hossain 2009; Lee et al., 2014) have suggested the influence of particle size can be incorporated by including the median particle size ($D_{50}$) as an additional prediction variable. Including $D_{50}$ as a regression variable did result in a marginally better fit to the data (Fig. 2). For this regression an $R^2$ value of 0.8 and a standard error in $D_r$ estimates of 9% were obtained. The suitability of this relationship for field use is limited as $D_{50}$ requires laboratory determination.

Table 4 - Details of non-plastic soils.

<table>
<thead>
<tr>
<th>Study</th>
<th>Soil names</th>
<th>Gravel (%)</th>
<th>Sand (%)</th>
<th>Fines (%)</th>
<th>$C_s$</th>
<th>$C_v$</th>
<th>$D_{50}$ (mm)</th>
<th>USCS</th>
<th>$e_{max}$</th>
<th>$e_{min}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Jamuna sand</td>
<td>0</td>
<td>95</td>
<td>5</td>
<td>2.2</td>
<td>1.3</td>
<td>0.20</td>
<td>SP</td>
<td>1.20</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>Sylhet sand</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>3.2</td>
<td>1.1</td>
<td>0.50</td>
<td>SP</td>
<td>0.84</td>
<td>0.54</td>
</tr>
<tr>
<td>R2</td>
<td>Medium sand</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>2.9</td>
<td>1.1</td>
<td>0.47</td>
<td>SP</td>
<td>1.23</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>Fine sand</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>2.0</td>
<td>0.8</td>
<td>0.27</td>
<td>SP</td>
<td>1.21</td>
<td>0.56</td>
</tr>
<tr>
<td>R3</td>
<td>Dune sand (1% silt)</td>
<td>0</td>
<td>99</td>
<td>1</td>
<td>2.0</td>
<td>0.9</td>
<td>0.27</td>
<td>SP</td>
<td>0.68</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>Dune sand (4% silt)</td>
<td>0</td>
<td>96</td>
<td>4</td>
<td>NP</td>
<td>NP</td>
<td>NP</td>
<td>SP</td>
<td>0.66</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>Dune sand (8% silt)</td>
<td>0</td>
<td>92</td>
<td>8</td>
<td>NP</td>
<td>NP</td>
<td>NP</td>
<td>SP</td>
<td>0.63</td>
<td>0.33</td>
</tr>
<tr>
<td>R4</td>
<td>Khanpur sand</td>
<td>6</td>
<td>94</td>
<td>0</td>
<td>3.3</td>
<td>1.2</td>
<td>2.24</td>
<td>SP</td>
<td>0.60</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>Sevaliya sand</td>
<td>4</td>
<td>93</td>
<td>3</td>
<td>2.6</td>
<td>0.8</td>
<td>0.79</td>
<td>SP</td>
<td>0.63</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>Ahmedabad sand</td>
<td>0</td>
<td>95</td>
<td>5</td>
<td>2.2</td>
<td>1.1</td>
<td>0.30</td>
<td>SP</td>
<td>0.71</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>Combo 1</td>
<td>14</td>
<td>86</td>
<td>0</td>
<td>6.1</td>
<td>1.0</td>
<td>1.60</td>
<td>SW</td>
<td>0.48</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>Combo 2</td>
<td>9</td>
<td>88</td>
<td>3</td>
<td>9.4</td>
<td>1.0</td>
<td>1.31</td>
<td>SW</td>
<td>0.51</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>Combo 3</td>
<td>11</td>
<td>87</td>
<td>2</td>
<td>6.5</td>
<td>1.0</td>
<td>1.42</td>
<td>SW</td>
<td>0.47</td>
<td>0.17</td>
</tr>
<tr>
<td>R5</td>
<td>Terrace deposits</td>
<td>11</td>
<td>98</td>
<td>2</td>
<td>1.2</td>
<td>1.0</td>
<td>0.17</td>
<td>SP</td>
<td>0.97</td>
<td>0.46</td>
</tr>
</tbody>
</table>


1 Passing 0.075 mm sieve. 2 $C_s = D_{60} / D_{95}$. 3 $C_v = D_{40} / (D_{10} \times D_{60})$. 4 Particle size at percentage passing shown by subscript. 5 Interpolated from $D_{10}$ and $D_{90}$. 6 Unified Soil Classification System ASTM (2017).
Azad (2008) suggested that the fines content can be included to improve predictions. However, considering R1 - Jamuna sand, R3 - Dune sand (8% silt) and R4 - Ahmedabad sand in Fig. 1 it is evident that fines content does not have a consistent influence on \( D_r \) values at a given DPI value. Including fines content in the regression model did not improve the accuracy of predictions. Further, the influence of small fractions of gravel particles on DPI (see R4 - Khanpur sand, R4 - Sevaliya sand, R4 - Combo 1, R4 - Combo 2 and R4 - Combo 3 in Fig. 1) appeared to be limited.

2.2.3. Influence of mineralogy

Data set R5 reported by Mohammadi et al. (2008) is compared to the entire data set in Fig. 3. Despite the sand tested by Mohammadi et al. (2008) having similar particle sizes to the other data, statistical testing shows the probability of the data set falling within the larger data set is less
than 0.005. According to Mohammadi et al. (2008), X-ray analysis has shown that the sandy samples are made of quartz, feldspar, pyroxene and calcite. It is known that calcite grains are prone to crushing during driving resulting in variable strengths (Murff, 1987; Sterianos, 1988). It is suggested that calcite crushing may be responsible for the lower DPI values reported by Mohammadi et al. (2008) at equivalent D values. Practitioners therefore need to take careful consideration of the mineralogy of sands before using correlations suggested in the literature.

3. Conclusions

A correlation was proposed between dynamic cone penetrometer penetration rates and relative density for sands. The correlation was based on testing reported in literature on thirteen (13) different sands from different geographic and geological settings. The standard error in relative density predictions was found to be 11%. Using the same database, a second correlation was proposed that incorporates the median particle size as a measure of particle size effects. The standard error in relative density predictions for this second correlation was found to be 9%.

One data set was found to be statistically inconsistent with the larger database. For this data set, penetration rates were consistently lower at equivalent relative densities. This is likely a consequence of the presence of calcite grains, which are known to be crushable. This data set was therefore excluded from the regression analysis. Local conditions should always be considered before adopting a proposed correlation in engineering design.
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